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Max Planck Lecture & Summer Colloquium
Tomorrow on the MPI-IS campus
- seme——— Lecture Hall 2D5, Heisenbergstr. 1, Stuttgart

RO P SR L . .
- W e SR W s Starting at 1:30 p.m. with a barbecue

1s. MRg.de/cagevents ‘ . .
o The talks will also be live-streamed

PN https://is.mpg.de/events/intelligent-systems-summer-colloquium-2022
A4 ) MAX PLANCK INSTITUTE

Q\if;.f/ FOR INTELLIGENT SYSTEMS

Opening by Metin Sitti Intelligent Systems Summer Colloquium

13:30 Sayan Mukherjee

Managing Director 16:10 - 16:50
Max Planck Institute for Intelligent Systems Modeling shapes and surfaces
Abstract and speaker’s short biography >>
2022 Max Planck Lecture : :
Intelligent Systems Summer Colloquium
Zhenan Bao
13:35 - 14:35 ; ; Betty Mohler
. . . . 16:50 - 17:30
Skin-Inspired Organic Electronics ,
Self-Avatars & Body Perception
Abstract and speaker’s short biography >> )
Abstract and speaker’s short biography >>
14:35 - 15:00 Discussion
15:00 - 15:30 Break Closing by Metin Sitti
LLEL Managing Director
Intelligent Systems Summer Colloquium Max Planck Institute for Intelligent Systems
15:30 - 16:10 Wieland Brendel
N : d i
A more principled way towards machines that see the world like humans 7 - 16030 Summer party

Abstract and speaker’s short biography >> :
9 Canteen & Garden, Heisenbergstr. 1, Stuttgart
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;4-’1 Underlying Motivation

* The sense of touch is fundamental for humans:
* First sense to evolve
 Difficult to live without
* Deeply coupled to physical action and social interaction

» Spread throughout the body with myriad channels

HAPTIC INTELLIGENCE ‘ Katherine J. Kuchenbecker 9
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Underlying Motivation

* The sense of touch is fundamental for humans:
* First sense to evolve
 Difficult to live without
* Deeply coupled to physical action and social interaction
» Spread throughout the body with myriad channels

* But, most engineered systems ignore the sense of touch.

HAPTIC INTELLIGENCE g Katherine J. Kuchenbecker 11
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robot manipulation
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Touch Sensing
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Touch Sensing
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Haptic Interface Technology
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Touch Sensing
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Physical Human-Robot Interaction

Touch Sensing

Katherine J. Kuchenbecker
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Touch Sensing
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Touch Sensing
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Touch Sensing How did | start working
3 " in these research areas?
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Joe Romano
Penn Ph.D. Student
Intern at Willow Garage
Now at Berkshire Grey
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What about other parts of the robot?



My ideal touch sensors:

e are soft
e cover my robot

e detect new contact
* have high dynamic range

4 * respond quickly
D )\  provide useful information

“~:9
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Physical Human-Robot Interactlon o integrate eaSily with my robot

e are robust and reliable

e are low cost and accessible

Hﬁ'ﬂ}&iﬁi@%‘i@?gﬁ .‘ Katherine J. Kuchenbecker 25
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and Georg Martius
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ARTICLES

https://doi.org/10.1038/s42256-021-00439-3
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OPEN
A soft thumb-sized vision-based sensor with

accurate all-round force perception

Huanbo Sun®'™, Katherine J. Kuchenbecker®?2 and Georg Martius®>

Vision-based haptic sensors have emerged as a promising approach to robotic touch due to affordable high-resolution cameras
and successful computer vision techniques; however, their physical design and the information they provide do not yet meet
the requirements of real applications. We present a robust, soft, low-cost, vision-based, thumb-sized three-dimensional haptic
sensor named Insight, which continually provides a directional force-distribution map over its entire conical sensing surface.
Constructed around an internal monocular camera, the sensor has only a single layer of elastomer over-moulded on a stiff frame
to guarantee sensitivity, robustness and soft contact. Furthermore, Insight uniquely combines photometric stereo and struc-
tured light using a collimator to detect the three-dimensional deformation of its easily replaceable flexible outer shell. The force
information is inferred by a deep neural network that maps images to the spatial distribution of three-dimensional contact force
(normal and shear). Insight has an overall spatial resolution of 0.4 mm, a force magnitude accuracy of around 0.03 N and a force
direction accuracy of around five degrees over a range of 0.03-2 N for numerous distinct contacts with varying contact area. The

presented hardware and software design concepts can be transferred to a wide variety of robot parts.

a wide range of application areas'™. To robustly manipulate

objects in complex and changing environments, a robot must
be able to perceive when, where and how its body is contacting
other things. Although widely studied and highly successful for
environment perception at a distance, centrally mounted cameras
and computer vision are poorly suited to real-world robot contact
perception due to occlusion and the small scale of the deformations
involved. Robots instead need touch-sensitive skin, but few haptic
sensors exist that are suitable for practical applications.

Recent developments have shown that machine-learning-based
approaches are especially promising for creating dexterous
robots>*°. In such self-learning scenarios and real-world applica-
tions, the need for extensive data makes it particularly critical that
sensors are robust and keep providing good readings over thou-
sands of hours of rough interaction. Importantly, machine learning
also opens new possibilities for tackling this haptic sensing chal-
lenge by replacing handcrafted numeric calibration procedures with
end-to-end mappings learned from data’.

Many researchers have created haptic sensors® that can quantify
contact across a robot’s surfaces: previous successful designs pro-
duced measurements using resistive’ ", capacitive'"'°, ferroelec-
tric”, triboelectric’® and optoresistive'** transduction approaches.
More recently, vision-based haptic sensors”~° have demonstrated a
new family of solutions, typically using an internal camera that views
the soft contact surface from within; however, these existing sensors
tend to be fragile, bulky, insensitive, inaccurate and/or expensive.
By considering the goals and constraints from a fresh perspective,
we have invented a vision-based sensor that overcomes these chal-
lenges and is thus suitable for robotic dexterous manipulation.

Table 1 provides a detailed comparison of representative state-of-
the-art sensors. We highlight the most important differences and
refer the reader to the Methods for a more thorough examina-
tion. The mechanical designs of all previous sensors employ mul-
tiple functional layers, which are complex to fabricate and can be

Robots have the potential to perform useful physical tasks in

delicate. Insight is the only sensor with a single soft layer. Many
tasks benefit from a large three-dimensional sensing surface rather
than small two-dimensional sensing patches; however, only a few
other sensors offer three-dimensional surfaces”*~*. Some of them
require special lenses” or use multiple cameras”, whereas others
are more fragile’®”. Insight needs only a single camera and simple
manufacturing techniques. Depending on their mechanical design,
sensors also have widely varying sensing surface area and sensor
volume. We provide area per volume (A/V) in Table 1 as a measure
of compactness and find that Insight is among the most compact
vision-based sensors with the largest sensing surface.

Most existing sensors provide only localization of a single con-
tact’**>??%%% some also provide a force magnitude™**" without
force direction. Others are specialized for measuring contact area
shape’”**2. Although real contacts will be multiple and complex,
a spatially extended map of three-dimensional contact forces over
the surface, which we call a force map, is only rarely provided (for
example, ref. *). Insight is the only sensor that provides a force
map across a three-dimensional surface such that a robot can have
detailed directional information about simultaneous contacts. Many
sensors rely on analytical data processing’>*>***, which requires
careful calibration; it is difficult to obtain correct force amplitudes
with such an approach as materials are often inhomogeneous and
the assumption of linearity between deformation and force is often
violated. Data-driven approaches such as those used with a BioTac’,
GelSight”’, OmniTact” and Insight can deal with these problems but
require copious quality data.

This paper presents a new soft thumb-sized sensor with all-round
force-sensing capabilities enabled by vision and machine learning;
it is durable, compact, sensitive, accurate and affordable (less than
$100). As it consists of a flexible shell around a vision sensor, we
name it Insight. Although initially designed for dexterous manip-
ulation and behavioural learning, our sensor is suitable for many
other applications and our technology can be adapted to create a
variety of three-dimensional haptic sensing systems.

TAutonomous Learning Group, Max Planck Institute for Intelligent Systems, Tuibingen, Germany. ?Haptic Intelligence Department, Max Planck Institute for
Intelligent Systems, Stuttgart, Germany. Be-mail: huanbo.sun@tuebingen.mpg.de; georg.martius@tuebingen.mpg.de
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Huanbo Sun, Katherine J. Kuchenbecker, and Georg Martius. A soft thumb-sized vision-based sensor with accurate all-round
force perception. Nature Machine Intelligence, 4. 135-145, February 2022.
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Data Processing Pipeline
Sensing

Force Map Prediction
Contact Image

Force Map Visualization

-3.4 mN -4.2 mN

60

A
(523
'
»

40
60

Z [mm]

20

Z [mm]
40

0
20

—20 ¢ 20 ©

X [mm]

Reference Image

20

Y [mm]
0

<

o A
MAX PLANCK INSTITUTE FOR

fx
I/ \

(’ /'?::;"7'. ’

INTELLIGENT SYSTEMS Uz

iz
e

HAPTIC INTELLIGENCE (/{,

-20
F s

fy

-20
fz

0 20
X[mm]

Huanbo Sun, Katherine J. Kuchenbecker, and Georg Martius. A soft thumb-sized vision-based sensor with accurate all-round

force perception. Nature Machine Intelligence, 4: 135-145, February 2022.

Katherine J. Kuchenbecker

29



Key Desigh Components

1. Mechanics: soft-rigid hybrid structure
2.Imaging: a single camera & structured light
3. Data: automatic collection

4. Al: deep learning

/j@"\
457 Huanbo Sun, Katherine J. Kuchenbecker, and Georg Martius. A soft thumb-sized vision-based sensor with accurate all-round .
MAX PLANCK INSTITUTE FOR \y ‘»:{4/) force perception. Nature Machine Intelligence, 4: 135-145, February 2022. Katherine J. Kuchenbecker 30
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Insight

Key Design Components: 1. Mechanics

I ! !

Elastomer Skin for Metal Frame for _ _
[ Sensitivity J [ Robustness J [ Soft-stiff Hybrid J

Huanbo Sun, Katherine J. Kuchenbecker, and Georg Martius. A soft thumb-sized vision-based sensor with accurate all-round

MAX PLANCK INSTITUTE FOR " force perception. Nature Machine Intelligence, 4: 135-145, February 2022. Katherine J. Kuchenbecker 31
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Insight

Key Design Components: 2. Lighting

1 I ! 1

[LED Ring J {Collimator} [ Structured Light Cones J [ Camera Image J

HAPTIC INTELLIGENCE ﬁ@ Huanbo Sun, Katherine J. Kuchenbecker, and Georg Martius. A soft thumb-sized vision-based sensor with accurate all-round
;
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Insight

Key Design Components: 3. Data
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Insight

Key Design Components: 4. Al

Test Bed Training Dataset
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(Position, Force)
Force App}oximation
(Indenter, Material)
r N v N
5-DoF Actuation F W
3-axis Force Measurement orce viap
g / /

MAX PLANCK INSTITUTE FOR M5
INTELLIGENT SYSTEMS “iml.

y;
HAPTIC INTELLIGENCE [/{ #= Huanbo Sun, Katherine J. Kuchenbecker, and Georg Martius. A soft thumb-sized vision-based sensor with accurate all-round .
(}é‘ﬁ\' 1 force perception. Nature Machine Intelligence, 4: 135-145, February 2022. Katherine J. Kuchenbecker 34




- -
-
O Fa!
|
= | =
= O = O
g | ~ 9
~— -~
-~ -
N - .
S &
N ™
N
o “~J

N
L

| ¢
20 20 20

X [mm] Y [mm]

" -

N7TA X F "L A INCK | | S

- 20




1. Mechanics: soft-rigid hybrid structure Overall spatial resolution of about 0.4 mm

2.Ilmaging: a single camera & structured light Force magnitude accuracy of about 0.03 N
3. Data: automatic collection Force direction accuracy around 5 degrees
4. Al: deep learning over a range of 0.03 N to 2.00 N

Insight can even discern its own orientation
relative to gravity

A

HAPTIC INTELLIGENCE f Huanbo Sun, Katherine J. Kuchenbecker, and Georg Martius. A soft thumb-sized vision-based sensor with accurate all-round :
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OPEN
A soft thumb-sized vision-based sensor with

accurate all-round force perception

Huanbo Sun®'™, Katherine J. Kuchenbecker®?2 and Georg Martius®>

Vision-based haptic sensors have emerged as a promising approach to robotic touch due to affordable high-resolution cameras
and successful computer vision techniques; however, their physical design and the information they provide do not yet meet
the requirements of real applications. We present a robust, soft, low-cost, vision-based, thumb-sized three-dimensional haptic
sensor named Insight, which continually provides a directional force-distribution map over its entire conical sensing surface.
Constructed around an internal monocular camera, the sensor has only a single layer of elastomer over-moulded on a stiff frame
to guarantee sensitivity, robustness and soft contact. Furthermore, Insight uniquely combines photometric stereo and struc-
tured light using a collimator to detect the three-dimensional deformation of its easily replaceable flexible outer shell. The force
information is inferred by a deep neural network that maps images to the spatial distribution of three-dimensional contact force
(normal and shear). Insight has an overall spatial resolution of 0.4 mm, a force magnitude accuracy of around 0.03 N and a force
direction accuracy of around five degrees over a range of 0.03-2 N for numerous distinct contacts with varying contact area. The

presented hardware and software design concepts can be transferred to a wide variety of robot parts.

a wide range of application areas'™. To robustly manipulate

objects in complex and changing environments, a robot must
be able to perceive when, where and how its body is contacting
other things. Although widely studied and highly successful for
environment perception at a distance, centrally mounted cameras
and computer vision are poorly suited to real-world robot contact
perception due to occlusion and the small scale of the deformations
involved. Robots instead need touch-sensitive skin, but few haptic
sensors exist that are suitable for practical applications.

Recent developments have shown that machine-learning-based
approaches are especially promising for creating dexterous
robots>*°. In such self-learning scenarios and real-world applica-
tions, the need for extensive data makes it particularly critical that
sensors are robust and keep providing good readings over thou-
sands of hours of rough interaction. Importantly, machine learning
also opens new possibilities for tackling this haptic sensing chal-
lenge by replacing handcrafted numeric calibration procedures with
end-to-end mappings learned from data’.

Many researchers have created haptic sensors® that can quantify
contact across a robot’s surfaces: previous successful designs pro-
duced measurements using resistive’ ", capacitive'"'°, ferroelec-
tric”, triboelectric’® and optoresistive'** transduction approaches.
More recently, vision-based haptic sensors”~° have demonstrated a
new family of solutions, typically using an internal camera that views
the soft contact surface from within; however, these existing sensors
tend to be fragile, bulky, insensitive, inaccurate and/or expensive.
By considering the goals and constraints from a fresh perspective,
we have invented a vision-based sensor that overcomes these chal-
lenges and is thus suitable for robotic dexterous manipulation.

Table 1 provides a detailed comparison of representative state-of-
the-art sensors. We highlight the most important differences and
refer the reader to the Methods for a more thorough examina-
tion. The mechanical designs of all previous sensors employ mul-
tiple functional layers, which are complex to fabricate and can be

Robots have the potential to perform useful physical tasks in

delicate. Insight is the only sensor with a single soft layer. Many
tasks benefit from a large three-dimensional sensing surface rather
than small two-dimensional sensing patches; however, only a few
other sensors offer three-dimensional surfaces”*~*. Some of them
require special lenses” or use multiple cameras”, whereas others
are more fragile’®”. Insight needs only a single camera and simple
manufacturing techniques. Depending on their mechanical design,
sensors also have widely varying sensing surface area and sensor
volume. We provide area per volume (A/V) in Table 1 as a measure
of compactness and find that Insight is among the most compact
vision-based sensors with the largest sensing surface.

Most existing sensors provide only localization of a single con-
tact’**>??%%% some also provide a force magnitude™**" without
force direction. Others are specialized for measuring contact area
shape’”**2. Although real contacts will be multiple and complex,
a spatially extended map of three-dimensional contact forces over
the surface, which we call a force map, is only rarely provided (for
example, ref. *). Insight is the only sensor that provides a force
map across a three-dimensional surface such that a robot can have
detailed directional information about simultaneous contacts. Many
sensors rely on analytical data processing’>*>***, which requires
careful calibration; it is difficult to obtain correct force amplitudes
with such an approach as materials are often inhomogeneous and
the assumption of linearity between deformation and force is often
violated. Data-driven approaches such as those used with a BioTac’,
GelSight”’, OmniTact” and Insight can deal with these problems but
require copious quality data.

This paper presents a new soft thumb-sized sensor with all-round
force-sensing capabilities enabled by vision and machine learning;
it is durable, compact, sensitive, accurate and affordable (less than
$100). As it consists of a flexible shell around a vision sensor, we
name it Insight. Although initially designed for dexterous manip-
ulation and behavioural learning, our sensor is suitable for many
other applications and our technology can be adapted to create a
variety of three-dimensional haptic sensing systems.

TAutonomous Learning Group, Max Planck Institute for Intelligent Systems, Tuibingen, Germany. ?Haptic Intelligence Department, Max Planck Institute for
Intelligent Systems, Stuttgart, Germany. Be-mail: huanbo.sun@tuebingen.mpg.de; georg.martius@tuebingen.mpg.de

NATURE MACHINE INTELLIGENCE | VOL 4 | FEBRUARY 2022 [ 135-145 | www.nature.com/natmachintell 135

Huanbo Sun, Katherine J. Kuchenbecker, and Georg Martius. A soft thumb-sized vision-based sensor with accurate all-round
force perception. Nature Machine Intelligence, 4. 135-145, February 2022.

HAPTIC INTELLIGENCE

MAX PLANCK INSTITUTE FOR
INTELLIGENT SYSTEMS

Katherine J. Kuchenbecker 38




© Axel Griesch / Max-Planck-Gesellschaft

Insight HuggieBot

- ——

LT
“ AN

/4
/

HAPTIC INTELLIGENCE ('-.."
MAX PLANCK INSTITUTE FOR ¥
INTELLIGENT SYSTEMS

\

\fi_ & Katherine J. Kuchenbecker 39




Insight HuggieBot

y
HAPTIC INTELLIGENCE ({

MAX PLANCK INSTITUTE FOR \ Katherine J. Kuchenbecker 40
INTELLIGENT SYSTEMS 3




HuggieBot

International Journal of Social Robotics
https://doi.org/10.1007/512369-018-0495-2

2021 Otto
Hahn Medal W o

Softness, Warmth, and Responsiveness Improve Robot Hugs

Alexis E. Block'23@ . Katherine J. Kuchenbecker'23@)

Accepted: 5 October 2018
© The Author(s) 2018

Abstract

Hugs are one of the first forms of contact and affection humans experience. Due to their prevalence and health benefits,
roboticists are naturally interested in having robots one day hug humans as seamlessly as humans hug other humans. This
project’s purpose is to evaluate human responses to different robot physical characteristics and hugging behaviors. Specifically,
we aim to test the hypothesis that a soft, warm, touch-sensitive PR2 humanoid robot can provide humans with satistying hugs
by matching both their hugging pressure and their hugging duration. Thirty relatively young and rather technical participants
experienced and evaluated twelve hugs with the robot, divided into three randomly ordered trials that focused on physical
robot characteristics (single factor, three levels) and nine randomly ordered trials with low, medium, and high hug pressure
and duration (two factors, three levels each). Analysis of the results showed that people significantly prefer soft, warm hugs
over hard, cold hugs. Furthermore, users prefer hugs that physically squeeze them and release immediately when they are
ready for the hug to end. Taking part in the experiment also significantly increased positive user opinions of robots and robot
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Hugging another person gives each participant social sup-
port, relieves stress, lowers blood pressure, and increases
oxytocin levels [7]. With the health benefits and prevalence of
hugs in daily human interactions, it is natural that roboticists
have tried to artificially create this gesture. A major challenge
of mechanizing hugs is the safety and comfort of the human
during this intimate exchange. Researchers, therefore, have
taken many different approaches, as summarized in Sect. 2.

able or weighted vests and jackets to help calm children with
sensory processing disorder, children with attention deficit
hyperactivity disorder, and individuals with autism spectrum
disorder [37]. Deep touch pressure, the kind received from
hugging or firmly touching, has been shown to relieve anxi-
ety for people with these disorders [19]. Because they require
aloud pump and air flow, inflatable garments are often obtru-
sive and conspicuous. Inflatable or pressurized vests can also
be activated remotely by a parent or instructor at any time

[12]. In this instance, the child may not understand the cause
of the hug. Additionally, weighted vests must constantly be
removed to alleviate the pressure and then replaced. A sim-
ilar invention called the “Squeeze Machine” applies lateral
deep touch pressure by squeezing a user between two foam
B9 Alexis E. Block panels [15]. Patients on the autism spectrum, non-autistic
alexis@is.mpg.de . . o

college students, and animals all experienced similar calm-
ing effects. The Squeeze Machine is operated by the user,
who can control the applied pressure and duration of the
encounter, gradually building up over time as he or she
becomes more comfortable. While these artificial hug recre-
ations lack the primary component of a second partner, they
do address the importance of physical touch.
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material, which is available to authorized users.
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ABSTRACT

Receiving a hug is one of the best ways to feel socially supported,
and the lack of social touch can have severe negative effects on an
individual’s well-being. Based on previous research both within and
outside of HRI, we propose six tenets (‘commandments”) of natural
and enjoyable robotic hugging: a hugging robot should be soft, be
warm, be human sized, visually perceive its user, adjust its embrace
to the user’s size and position, and reliably release when the user
wants to end the hug. Prior work validated the first two tenets, and
the final four are new. We followed all six tenets to create a new
robotic platform, HuggieBot 2.0, that has a soft, warm, inflated body
(HuggieChest) and uses visual and haptic sensing to deliver closed-
loop hugging. We first verified the outward appeal of this platform
in comparison to the previous PR2-based HuggieBot 1.0 via an on-
line video-watching study involving 117 users. We then conducted
an in-person experiment in which 32 users each exchanged eight
hugs with HuggieBot 2.0, experiencing all combinations of visual
hug initiation, haptic sizing, and haptic releasing. The results show
that adding haptic reactivity definitively improves user perception
a hugging robot, largely verifying our four new tenets and illumi-
nating several interesting opportunities for further improvement.
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1 INTRODUCTION

Hugging has significant social and physical health benefits for hu-
mans. Not only does a hug help lower blood pressure, alleviate stress
and anxiety, and increase the body’s levels of oxytocin, but it also
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Figure 1: A user hugging HuggieBot 2.0.

provides social support, increases trust, and fosters a sense of com-
munity and belonging [6]. Social touch in a broader sense is also vi-
tal for maintaining many kinds of relationships among humans and
primates alike [32]; hugs seem to be a basic evolutionary need. They
are therefore highly popular! An online study conducted in 2020
polled 1,204,986 people to find out “what is the best thing?” Hugs
earned fifth place out of 8,850 things, behind only sleep, electricity,
the Earth’s magnetic field, and gravity [27]. The absence of social
touch can have detrimental effects on child development [4]. Unfor-
tunately, ever more interactions are happening remotely and online,
especially during this unprecedented time of physical distancing
due to COVID-19. An increasing number of people are suffering
from loneliness and depression due to increased workload and popu-
lation aging [21, 22]. Our long-term research goal is to determine the
extent to which we can close the gap between the virtual and phys-
ical worlds via hugging robots that provide high-quality social touch.

Making a good hugging robot is difficult because it must un-
derstand the user’s nonverbal cues, realistically replicate a human
hug, and ensure user safety. We believe that such robots need multi-
modal perception to satisfy all three of these goals, a target no previ-
ous system has reached. Some approaches focus primarily on safety,
providing the user with the sensation of being hugged without be-
ing able to actively reciprocate the hugging motion [11, 33, 36].
Conversely, other researchers focus on providing the user with an
item to hug, but that item cannot hug the user back [10, 30, 31].
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In the Arms of a Robot: Designing Autonomous Hugging
Robots with Intra-Hug Gestures
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Hugs are complex affective interactions that often include gestures like squeezes. We present six new guidelines
for designing interactive hugging robots, which we validate through two studies with our custom robot. To
achieve autonomy, we investigated robot responses to four human intra-hug gestures: holding, rubbing, patting,
and squeezing. Thirty-two users each exchanged and rated sixteen hugs with an experimenter-controlled
HuggieBot 2.0. The robot’s inflated torso’s microphone and pressure sensor collected data of the subjects’
demonstrations that were used to develop a perceptual algorithm that classifies user actions with 88% accuracy.
Users enjoyed robot squeezes, regardless of their performed action, they valued variety in the robot response,
and they appreciated robot-initiated intra-hug gestures. From average user ratings, we created a probabilistic
behavior algorithm that chooses robot responses in real time. We implemented improvements to the robot
platform to create HuggieBot 3.0 and then validated its gesture perception system and behavior algorithm
with sixteen users. The robot’s responses and proactive gestures were greatly enjoyed. Users found the robot
more natural, enjoyable, and intelligent in the last phase of the experiment than in the first. After the study,
they felt more understood by the robot and thought robots were nicer to hug.

CCS Concepts: « Computer systems organization — Robotics; - Human-centered computing — Em-
pirical studies in interaction design.

Additional Key Words and Phrases: social-physical human-robot interaction, behavioral algorithm, haptic
sensing, user study
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1 INTRODUCTION

From the moment we are born, social touch affects our future ability to function well in society.
Infants who are held by their mothers for two hours after they are born have better interactions
with their mothers and are better at handling stress [72]. In such a close, positive relationship, the
hormone oxytocin is released when the two partners see, hear, or even think of each other. In turn,
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Hugs are complex affective interactions that often include gestures like squeezes. We present six new guidelines
for designing interactive hugging robots, which we validate through two studies with our custom robot. To
achieve autonomy, we investigated robot responses to four human intra-hug gestures: holding, rubbing, patting,
and squeezing. Thirty-two users each exchanged and rated sixteen hugs with an experimenter-controlled
HuggieBot 2.0. The robot’s inflated torso’s microphone and pressure sensor collected data of the subjects’
demonstrations that were used to develop a perceptual algorithm that classifies user actions with 88% accuracy.
Users enjoyed robot squeezes, regardless of their performed action, they valued variety in the robot response,
and they appreciated robot-initiated intra-hug gestures. From average user ratings, we created a probabilistic
behavior algorithm that chooses robot responses in real time. We implemented improvements to the robot
platform to create HuggieBot 3.0 and then validated its gesture perception system and behavior algorithm
with sixteen users. The robot’s responses and proactive gestures were greatly enjoyed. Users found the robot
more natural, enjoyable, and intelligent in the last phase of the experiment than in the first. After the study,
they felt more understood by the robot and thought robots were nicer to hug.
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Hugging confers tremendous benefits
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A lack of social touch causes problems
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Small Form-Factor
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11 Design Guidelines for Hugging Robots

Be Soft Be Warm Be Human-Sized Synchronize to User Approach
Estimate User Height Adjust to All Size Users Detect and Cla.ssify Gestures

o anen £56

o

Respond Quickly Be Affectionafe, Pro-active Be Semi—Spiontaneous, Release User on Demand
Not Robotic
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HuggieBot 2.0

Be Soft Be Warm Be Human- Adjust to All

| Release User
Sized Size Users on Demand

e Soft, warm, quiet, easy to hug, and safe

* Robot visually perceives and reacts to approaching user
sadded * Arms adapt to user size and location, providing a good embrace

il ¢ Robot reacts to user’s desire to end the hug by sensing:

* a reduction in pressure inside the inflated torso

* an increase in the torque on any arm joint

Heating pads
and soft clothes ‘

sen\sorizedj'gated torso
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In the Arms of a Robot: Designing Autonomous Hugging
Robots with Intra-Hug Gestures
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Hugs are complex affective interactions that often include gestures like squeezes. We present six new guidelines
for designing interactive hugging robots, which we validate through two studies with our custom robot. To
achieve autonomy, we investigated robot responses to four human intra-hug gestures: holding, rubbing, patting,
and squeezing. Thirty-two users each exchanged and rated sixteen hugs with an experimenter-controlled
HuggieBot 2.0. The robot’s inflated torso’s microphone and pressure sensor collected data of the subjects’
demonstrations that were used to develop a perceptual algorithm that classifies user actions with 88% accuracy.
Users enjoyed robot squeezes, regardless of their performed action, they valued variety in the robot response,
and they appreciated robot-initiated intra-hug gestures. From average user ratings, we created a probabilistic
behavior algorithm that chooses robot responses in real time. We implemented improvements to the robot
platform to create HuggieBot 3.0 and then validated its gesture perception system and behavior algorithm
with sixteen users. The robot’s responses and proactive gestures were greatly enjoyed. Users found the robot
more natural, enjoyable, and intelligent in the last phase of the experiment than in the first. After the study,
they felt more understood by the robot and thought robots were nicer to hug.

CCS Concepts: « Computer systems organization — Robotics; « Human-centered computing — Em-
pirical studies in interaction design.

Additional Key Words and Phrases: social-physical human-robot interaction, behavioral algorithm, haptic
sensing, user study
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1 INTRODUCTION

From the moment we are born, social touch affects our future ability to function well in society.
Infants who are held by their mothers for two hours after they are born have better interactions
with their mothers and are better at handling stress [72]. In such a close, positive relationship, the
hormone oxytocin is released when the two partners see, hear, or even think of each other. In turn,
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Softness, Warmth, and Responsiveness Improve Robot Hugs
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Abstract

Hugs are one of the first forms of contact and affection humans experience. Due to their prevalence and health benefits,
roboticists are naturally interested in having robots one day hug humans as seamlessly as humans hug other humans. This
project’s purpose is to evaluate human responses to different robot physical characteristics and hugging behaviors. Specifically,
we aim to test the hypothesis that a soft, warm, touch-sensitive PR2 humanoid robot can provide humans with satistying hugs
by matching both their hugging pressure and their hugging duration. Thirty relatively young and rather technical participants
experienced and evaluated twelve hugs with the robot, divided into three randomly ordered trials that focused on physical
robot characteristics (single factor, three levels) and nine randomly ordered trials with low, medium, and high hug pressure
and duration (two factors, three levels each). Analysis of the results showed that people significantly prefer soft, warm hugs
over hard, cold hugs. Furthermore, users prefer hugs that physically squeeze them and release immediately when they are
ready for the hug to end. Taking part in the experiment also significantly increased positive user opinions of robots and robot
use.

Keywords Physical human-robot interaction - Social robotics - System evaluation

1 Introduction One related non-robotic approach is the creation of inflat-
able or weighted vests and jackets to help calm children with

Hugging another person gives each participant social sup-
port, relieves stress, lowers blood pressure, and increases
oxytocin levels [7]. With the health benefits and prevalence of
hugs in daily human interactions, it is natural that roboticists
have tried to artificially create this gesture. A major challenge
of mechanizing hugs is the safety and comfort of the human
during this intimate exchange. Researchers, therefore, have
taken many different approaches, as summarized in Sect. 2.
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sensory processing disorder, children with attention deficit
hyperactivity disorder, and individuals with autism spectrum
disorder [37]. Deep touch pressure, the kind received from
hugging or firmly touching, has been shown to relieve anxi-
ety for people with these disorders [19]. Because they require
aloud pump and air flow, inflatable garments are often obtru-
sive and conspicuous. Inflatable or pressurized vests can also
be activated remotely by a parent or instructor at any time
[12]. In this instance, the child may not understand the cause
of the hug. Additionally, weighted vests must constantly be
removed to alleviate the pressure and then replaced. A sim-
ilar invention called the “Squeeze Machine” applies lateral
deep touch pressure by squeezing a user between two foam
panels [15]. Patients on the autism spectrum, non-autistic
college students, and animals all experienced similar calm-
ing effects. The Squeeze Machine is operated by the user,
who can control the applied pressure and duration of the
encounter, gradually building up over time as he or she
becomes more comfortable. While these artificial hug recre-
ations lack the primary component of a second partner, they
do address the importance of physical touch.

@ Springer
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The Six Hug Commandments: Design and Evaluation of a
Human-Sized Hugging Robot with Visual and Haptic Perception

Alexis E. Block Sammy Christen Roger Gassert
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Otmar Hilliges Katherine J. Kuchenbecker
ETH Ziirich MPI for Intelligent Systems

Ziirich, Switzerland

ABSTRACT

Receiving a hug is one of the best ways to feel socially supported,
and the lack of social touch can have severe negative effects on an
individual’s well-being. Based on previous research both within and
outside of HRI, we propose six tenets (‘commandments”) of natural
and enjoyable robotic hugging: a hugging robot should be soft, be
warm, be human sized, visually perceive its user, adjust its embrace
to the user’s size and position, and reliably release when the user
wants to end the hug. Prior work validated the first two tenets, and
the final four are new. We followed all six tenets to create a new
robotic platform, HuggieBot 2.0, that has a soft, warm, inflated body
(HuggieChest) and uses visual and haptic sensing to deliver closed-
loop hugging. We first verified the outward appeal of this platform
in comparison to the previous PR2-based HuggieBot 1.0 via an on-
line video-watching study involving 117 users. We then conducted
an in-person experiment in which 32 users each exchanged eight
hugs with HuggieBot 2.0, experiencing all combinations of visual
hug initiation, haptic sizing, and haptic releasing. The results show
that adding haptic reactivity definitively improves user perception
a hugging robot, largely verifying our four new tenets and illumi-
nating several interesting opportunities for further improvement.
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1 INTRODUCTION

Hugging has significant social and physical health benefits for hu-
mans. Not only does a hug help lower blood pressure, alleviate stress
and anxiety, and increase the body’s levels of oxytocin, but it also
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Figure 1: A user hugging HuggieBot 2.0.

provides social support, increases trust, and fosters a sense of com-
munity and belonging [6]. Social touch in a broader sense is also vi-
tal for maintaining many kinds of relationships among humans and
primates alike [32]; hugs seem to be a basic evolutionary need. They
are therefore highly popular! An online study conducted in 2020
polled 1,204,986 people to find out “what is the best thing?” Hugs
earned fifth place out of 8,850 things, behind only sleep, electricity,
the Earth’s magnetic field, and gravity [27]. The absence of social
touch can have detrimental effects on child development [4]. Unfor-
tunately, ever more interactions are happening remotely and online,
especially during this unprecedented time of physical distancing
due to COVID-19. An increasing number of people are suffering
from loneliness and depression due to increased workload and popu-
lation aging [21, 22]. Our long-term research goal is to determine the
extent to which we can close the gap between the virtual and phys-
ical worlds via hugging robots that provide high-quality social touch.

Making a good hugging robot is difficult because it must un-
derstand the user’s nonverbal cues, realistically replicate a human
hug, and ensure user safety. We believe that such robots need multi-
modal perception to satisfy all three of these goals, a target no previ-
ous system has reached. Some approaches focus primarily on safety,
providing the user with the sensation of being hugged without be-
ing able to actively reciprocate the hugging motion [11, 33, 36].
Conversely, other researchers focus on providing the user with an
item to hug, but that item cannot hug the user back [10, 30, 31].
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Hugs are complex affective interactions that often include gestures like squeezes. We present six new guidelines
for designing interactive hugging robots, which we validate through two studies with our custom robot. To
achieve autonomy, we investigated robot responses to four human intra-hug gestures: holding, rubbing, patting,
and squeezing. Thirty-two users each exchanged and rated sixteen hugs with an experimenter-controlled
HuggieBot 2.0. The robot’s inflated torso’s microphone and pressure sensor collected data of the subjects’
demonstrations that were used to develop a perceptual algorithm that classifies user actions with 88% accuracy.
Users enjoyed robot squeezes, regardless of their performed action, they valued variety in the robot response,
and they appreciated robot-initiated intra-hug gestures. From average user ratings, we created a probabilistic
behavior algorithm that chooses robot responses in real time. We implemented improvements to the robot
platform to create HuggieBot 3.0 and then validated its gesture perception system and behavior algorithm
with sixteen users. The robot’s responses and proactive gestures were greatly enjoyed. Users found the robot
more natural, enjoyable, and intelligent in the last phase of the experiment than in the first. After the study,
they felt more understood by the robot and thought robots were nicer to hug.
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1 INTRODUCTION

From the moment we are born, social touch affects our future ability to function well in society.
Infants who are held by their mothers for two hours after they are born have better interactions
with their mothers and are better at handling stress [72]. In such a close, positive relationship, the
hormone oxytocin is released when the two partners see, hear, or even think of each other. In turn,
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My ideal touch sensors:

e are soft
e cover my robot

e detect new contact
* have high dynamic range

4 * respond quickly
D )\  provide useful information
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Physical Human-Robot Interactlon o integrate eaSily with my robot

e are robust and reliable

e are low cost and accessible
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* Touch itself is multimodal, mixing many distinct modalltles that
are not yet standardized like visual and auditory perception.

* The sense of touch is important!

* Tactile sensors should have should have broad spatial
sensitivity and high temporal bandwidth.

* Individual accelerometers, microphones, and pressure
sensors can be used to instrument large robot body parts.

* Haptic perceptual algorithms need to work in real time so the
robot can quickly react to detected events.
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