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Abstract

We introduce a new family of neural network models called

Convolutional Dynamic Alignment Networks (CoDA-Nets),

which are performant classifiers with a high degree of

inherent interpretability. The core building blocks are

Dynamic Alignment Units (DAUs) which are “dynamic lin-

ear” (i.e., input-dependent linear) and align their weight

vectors with task-relevant input patterns during optimisa-

tion. As a result, CoDA-Nets model the classification pre-

diction through a series of dynamic linear transformations,

which allows for linear decomposition of the prediction into

individual input contributions. Due to the alignment prop-

erty of the DAUs, the resulting contribution maps align with

discriminative input patterns. These model-inherent contri-

bution maps are of high visual quality and outperform exist-

ing attribution methods under quantitative metrics. Further,

our architectures constitute performant classifiers, achiev-

ing on par results to models from the ResNet and VGG

model families e.g. for CIFAR-10 and TinyImagenet.

1. Introduction
Neural networks are powerful function approximators and
are successfully applied to a wide range of tasks. How-
ever, they are notoriously difficult to interpret and extracting
useful explanations for their predictions is an open research
problem. Linear regression models, on the other hand, are
generally considered interpretable, because the contribu-

tion (‘the weighted input’) of every dimension to the out-
put is explicitly given. Interestingly, many modern neural
networks actually implicitly model the output as a linear
transformation of the input; a ReLU-based [21] neural net-
work, e.g., is a piece-wise linear function and thus fulfills
this property, cf. [20]. As was shown by [1], however, this
implicit linear transformation does not seem to reflect the
internal computations of the models well and fails simple
sanity checks when used as an attribution method.

In this work, we introduce a novel network architecture, the
Convolutional Dynamic Alignment Networks (CoDA-

Figure 1: Sketch of a 9-layer CoDA-Net. Every layer lin-
early transforms its input al�1 with a matrix Wl. This input-
dependent matrix Wl is produced by a set of dynamic alignment
units (DAUs). These units have a structural bias towards produc-
ing matrices Wl that align well with task-relevant patterns in their
input. Therefore, the global transformation matrix W0!9 aligns
well with discriminative features in a classification task. Locations
that positively (negatively) contribute to the j-th class (goldfinch)
are shown in red (blue).

Nets), for which the model-inherent contribution maps
are faithful projections of the internal computations and
thus good ‘explanations’ of the model prediction. There
are two main components to the interpretability of the
CoDA-Nets. First, the CoDA-Nets are dynamic linear,
i.e., they compute their outputs through a series of input-
dependent linear transformations, which are based on our
novel Dynamic Alignment Units (DAUs). Similar to lin-
ear regression models, the output can thus be decom-
posed into individual input contributions, see Fig. 1. Sec-
ond, the DAUs compute weight vectors that align with
discriminative patterns in their inputs. In combination, the
CoDA-Nets thus inherently produce contribution maps that
are ‘optimised for interpretability’: since each linear trans-
formation vector and thus their combination is optimised to
align with discriminative features, the contribution maps re-
flect the most discriminative features as used by the model.

With this work, we present a new direction for building
inherently more interpretable neural network architectures
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1. Introduction
Neural networks are powerful function approximators and
are successfully applied to a wide range of tasks. How-
ever, they are notoriously difficult to interpret and extracting
useful explanations for their predictions is an open research
problem. Linear regression models, on the other hand, are
generally considered interpretable, because the contribu-

tion (‘the weighted input’) of every dimension to the out-
put is explicitly given. Interestingly, many modern neural
networks actually implicitly model the output as a linear
transformation of the input; a ReLU-based [21] neural net-
work, e.g., is a piece-wise linear function and thus fulfills
this property, cf. [20]. As was shown by [1], however, this
implicit linear transformation does not seem to reflect the
internal computations of the models well and fails simple
sanity checks when used as an attribution method.

In this work, we introduce a novel network architecture, the
Convolutional Dynamic Alignment Networks (CoDA-

Figure 1: Sketch of a 9-layer CoDA-Net. Every layer lin-
early transforms its input al�1 with a matrix Wl. This input-
dependent matrix Wl is produced by a set of dynamic alignment
units (DAUs). These units have a structural bias towards produc-
ing matrices Wl that align well with task-relevant patterns in their
input. Therefore, the global transformation matrix W0!9 aligns
well with discriminative features in a classification task. Locations
that positively (negatively) contribute to the j-th class (goldfinch)
are shown in red (blue).

Nets), for which the model-inherent contribution maps
are faithful projections of the internal computations and
thus good ‘explanations’ of the model prediction. There
are two main components to the interpretability of the
CoDA-Nets. First, the CoDA-Nets are dynamic linear,
i.e., they compute their outputs through a series of input-
dependent linear transformations, which are based on our
novel Dynamic Alignment Units (DAUs). Similar to lin-
ear regression models, the output can thus be decom-
posed into individual input contributions, see Fig. 1. Sec-
ond, the DAUs compute weight vectors that align with
discriminative patterns in their inputs. In combination, the
CoDA-Nets thus inherently produce contribution maps that
are ‘optimised for interpretability’: since each linear trans-
formation vector and thus their combination is optimised to
align with discriminative features, the contribution maps re-
flect the most discriminative features as used by the model.

With this work, we present a new direction for building
inherently more interpretable neural network architectures
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We introduce a new family of neural network models called

Convolutional Dynamic Alignment Networks (CoDA-Nets),
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inherent interpretability. The core building blocks are

Dynamic Alignment Units (DAUs) which are “dynamic lin-
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our architectures constitute performant classifiers, achiev-
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model families e.g. for CIFAR-10 and TinyImagenet.

1. Introduction
Neural networks are powerful function approximators and
are successfully applied to a wide range of tasks. How-
ever, they are notoriously difficult to interpret and extracting
useful explanations for their predictions is an open research
problem. Linear regression models, on the other hand, are
generally considered interpretable, because the contribu-

tion (‘the weighted input’) of every dimension to the out-
put is explicitly given. Interestingly, many modern neural
networks actually implicitly model the output as a linear
transformation of the input; a ReLU-based [21] neural net-
work, e.g., is a piece-wise linear function and thus fulfills
this property, cf. [20]. As was shown by [1], however, this
implicit linear transformation does not seem to reflect the
internal computations of the models well and fails simple
sanity checks when used as an attribution method.

In this work, we introduce a novel network architecture, the
Convolutional Dynamic Alignment Networks (CoDA-

Figure 1: Sketch of a 9-layer CoDA-Net. Every layer lin-
early transforms its input al�1 with a matrix Wl. This input-
dependent matrix Wl is produced by a set of dynamic alignment
units (DAUs). These units have a structural bias towards produc-
ing matrices Wl that align well with task-relevant patterns in their
input. Therefore, the global transformation matrix W0!9 aligns
well with discriminative features in a classification task. Locations
that positively (negatively) contribute to the j-th class (goldfinch)
are shown in red (blue).

Nets), for which the model-inherent contribution maps
are faithful projections of the internal computations and
thus good ‘explanations’ of the model prediction. There
are two main components to the interpretability of the
CoDA-Nets. First, the CoDA-Nets are dynamic linear,
i.e., they compute their outputs through a series of input-
dependent linear transformations, which are based on our
novel Dynamic Alignment Units (DAUs). Similar to lin-
ear regression models, the output can thus be decom-
posed into individual input contributions, see Fig. 1. Sec-
ond, the DAUs compute weight vectors that align with
discriminative patterns in their inputs. In combination, the
CoDA-Nets thus inherently produce contribution maps that
are ‘optimised for interpretability’: since each linear trans-
formation vector and thus their combination is optimised to
align with discriminative features, the contribution maps re-
flect the most discriminative features as used by the model.

With this work, we present a new direction for building
inherently more interpretable neural network architectures
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1. Introduction
Neural networks are powerful function approximators and
are successfully applied to a wide range of tasks. How-
ever, they are notoriously difficult to interpret and extracting
useful explanations for their predictions is an open research
problem. Linear regression models, on the other hand, are
generally considered interpretable, because the contribu-

tion (‘the weighted input’) of every dimension to the out-
put is explicitly given. Interestingly, many modern neural
networks actually implicitly model the output as a linear
transformation of the input; a ReLU-based [21] neural net-
work, e.g., is a piece-wise linear function and thus fulfills
this property, cf. [20]. As was shown by [1], however, this
implicit linear transformation does not seem to reflect the
internal computations of the models well and fails simple
sanity checks when used as an attribution method.

In this work, we introduce a novel network architecture, the
Convolutional Dynamic Alignment Networks (CoDA-

Figure 1: Sketch of a 9-layer CoDA-Net. Every layer lin-
early transforms its input al�1 with a matrix Wl. This input-
dependent matrix Wl is produced by a set of dynamic alignment
units (DAUs). These units have a structural bias towards produc-
ing matrices Wl that align well with task-relevant patterns in their
input. Therefore, the global transformation matrix W0!9 aligns
well with discriminative features in a classification task. Locations
that positively (negatively) contribute to the j-th class (goldfinch)
are shown in red (blue).

Nets), for which the model-inherent contribution maps
are faithful projections of the internal computations and
thus good ‘explanations’ of the model prediction. There
are two main components to the interpretability of the
CoDA-Nets. First, the CoDA-Nets are dynamic linear,
i.e., they compute their outputs through a series of input-
dependent linear transformations, which are based on our
novel Dynamic Alignment Units (DAUs). Similar to lin-
ear regression models, the output can thus be decom-
posed into individual input contributions, see Fig. 1. Sec-
ond, the DAUs compute weight vectors that align with
discriminative patterns in their inputs. In combination, the
CoDA-Nets thus inherently produce contribution maps that
are ‘optimised for interpretability’: since each linear trans-
formation vector and thus their combination is optimised to
align with discriminative features, the contribution maps re-
flect the most discriminative features as used by the model.

With this work, we present a new direction for building
inherently more interpretable neural network architectures

1

Goldfinch!
I say

because of

Motivation

7

ExplanationWant

FaithfulRequirements

Guided Backpropagation

VGG-11

References: 'Requirements' (Gilpin et al., 2018), VGG-11 (Simonyan et al., 2014), Grad (Baehrens et al., 2010), Guided Backpropagation (Springenberg et al., 2014), Sanity check (Adebayo et al., 2018)

Sanity check

Randomised 10 layers



Interpretability, Robustness and Security in Computer Vision | Bernt Schiele

B-cos Network

Convolutional Dynamic Alignment Networks for Interpretable Classifications

Moritz Böhle
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1. Introduction
Neural networks are powerful function approximators and
are successfully applied to a wide range of tasks. How-
ever, they are notoriously difficult to interpret and extracting
useful explanations for their predictions is an open research
problem. Linear regression models, on the other hand, are
generally considered interpretable, because the contribu-

tion (‘the weighted input’) of every dimension to the out-
put is explicitly given. Interestingly, many modern neural
networks actually implicitly model the output as a linear
transformation of the input; a ReLU-based [21] neural net-
work, e.g., is a piece-wise linear function and thus fulfills
this property, cf. [20]. As was shown by [1], however, this
implicit linear transformation does not seem to reflect the
internal computations of the models well and fails simple
sanity checks when used as an attribution method.

In this work, we introduce a novel network architecture, the
Convolutional Dynamic Alignment Networks (CoDA-

Figure 1: Sketch of a 9-layer CoDA-Net. Every layer lin-
early transforms its input al�1 with a matrix Wl. This input-
dependent matrix Wl is produced by a set of dynamic alignment
units (DAUs). These units have a structural bias towards produc-
ing matrices Wl that align well with task-relevant patterns in their
input. Therefore, the global transformation matrix W0!9 aligns
well with discriminative features in a classification task. Locations
that positively (negatively) contribute to the j-th class (goldfinch)
are shown in red (blue).

Nets), for which the model-inherent contribution maps
are faithful projections of the internal computations and
thus good ‘explanations’ of the model prediction. There
are two main components to the interpretability of the
CoDA-Nets. First, the CoDA-Nets are dynamic linear,
i.e., they compute their outputs through a series of input-
dependent linear transformations, which are based on our
novel Dynamic Alignment Units (DAUs). Similar to lin-
ear regression models, the output can thus be decom-
posed into individual input contributions, see Fig. 1. Sec-
ond, the DAUs compute weight vectors that align with
discriminative patterns in their inputs. In combination, the
CoDA-Nets thus inherently produce contribution maps that
are ‘optimised for interpretability’: since each linear trans-
formation vector and thus their combination is optimised to
align with discriminative features, the contribution maps re-
flect the most discriminative features as used by the model.

With this work, we present a new direction for building
inherently more interpretable neural network architectures
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Fig. 1. Top: Inputs xi to a B-cos DenseNet-121. Bottom: B-cos network explanation for class c (c: image label). Specifically, we visualise
the c-th row of W1!L(xi) as applied by the model, see Eq. (13); no masking of the original image is used for these visualisations. For
the last 2 images, we also show the explanation for the 2nd most likely class. For details on the visualisation of W1!L(xi), see Sec. 4.

Abstract

We present a new direction for increasing the inter-

pretability of deep neural networks (DNNs) by promoting

weight-input alignment during training. For this, we pro-

pose to replace the linear transforms in DNNs by our B-

cos transform
1
. As we show, a sequence (network) of such

transforms induces a single linear transform that faith-

fully summarises the full model computations. Moreover,

the B-cos transform introduces alignment pressure on the

weights during optimisation. As a result, those induced lin-

ear transforms become highly interpretable and align with

task-relevant features. Importantly, the B-cos transform is

designed to be compatible with existing architectures and

we show that it can easily be integrated into common mod-

els such as VGGs, ResNets, InceptionNets, and DenseNets,

whilst maintaining similar performance on ImageNet. The

resulting explanations are of high visual quality and per-

form well under quantitative metrics for interpretability.

1. Introduction

While deep neural networks (DNNs) are highly suc-
cessful in a wide range of tasks, explaining their deci-
sions remains an open research problem [28]. The diffi-
culty here lies in the fact that such explanations need to
faithfully summarise the internal model computations and

present them in a human-interpretable manner. E.g., it
is well known that piece-wise linear models (e.g., ReLU-
based [23]) are accurately summarised by a linear transform
for every input [22]. However, despite providing an accu-
rate summary, these piece-wise linear transforms are gen-
1All code to reproduce our results will be made available.

erally not intuitively interpretable for humans and typically
perform poorly under quantitative interpretability metrics,
cf. [31, 41]. Recent work thus aimed to improve the expla-
nations’ interpretability, often focusing on their visual qual-
ity [2]. However, gains in the visual quality of the explana-
tions often came at the cost of their model-faithfulness [2].

Instead of optimising the explanation method, in this
work we aim to optimise the DNNs to inherently provide an
explanation that fulfills the aforementioned requirements—
the resulting explanations constitute both a faithful sum-
mary and have a clear interpretation for humans. For this,
we propose the B-cos transform as a drop-in replacement
for linear transforms. As such, the B-cos transform can eas-
ily be integrated into a wide range of existing DNN archi-
tectures and we show that the resulting B-cos DNNs provide
high-quality explanations for their decisions, see Fig. 1.

To ensure that these explanations constitute a faithful
summary of the models, we design the B-cos transform as
an input-dependent linear transform. Importantly, any se-
quence of such transforms therefore induces a single linear
transform that faithfully summarises the entire sequence. In
order to make the induced linear transforms interpretable,
the B-cos transform is designed to induce alignment pres-

sure on the weights during optimisation, which optimises
the model weights to align with task-relevant input pat-
terns. The linear transform induced by the model thus has
a clear interpretation: it is a direct reflection of the weights
the model has learnt during training and specifically reflects
those weights that best align with a given input.

In summary, we make the following contributions:
(1) We introduce the B-cos transform to improve neural
network interpretability. By promoting weight-input align-

1

Dynamic linearity Alignment pressure

Model-inherent linear map
References: 'Requirements' (Gilpin et al., 2018), VGG-11 (Simonyan et al., 2014), Grad (Baehrens et al., 2010), Guided Backpropagation (Springenberg et al., 2014), Sanity check (Adebayo et al., 2018)
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our architectures constitute performant classifiers, achiev-

ing on par results to models from the ResNet and VGG

model families e.g. for CIFAR-10 and TinyImagenet.

1. Introduction
Neural networks are powerful function approximators and
are successfully applied to a wide range of tasks. How-
ever, they are notoriously difficult to interpret and extracting
useful explanations for their predictions is an open research
problem. Linear regression models, on the other hand, are
generally considered interpretable, because the contribu-

tion (‘the weighted input’) of every dimension to the out-
put is explicitly given. Interestingly, many modern neural
networks actually implicitly model the output as a linear
transformation of the input; a ReLU-based [21] neural net-
work, e.g., is a piece-wise linear function and thus fulfills
this property, cf. [20]. As was shown by [1], however, this
implicit linear transformation does not seem to reflect the
internal computations of the models well and fails simple
sanity checks when used as an attribution method.

In this work, we introduce a novel network architecture, the
Convolutional Dynamic Alignment Networks (CoDA-

Figure 1: Sketch of a 9-layer CoDA-Net. Every layer lin-
early transforms its input al�1 with a matrix Wl. This input-
dependent matrix Wl is produced by a set of dynamic alignment
units (DAUs). These units have a structural bias towards produc-
ing matrices Wl that align well with task-relevant patterns in their
input. Therefore, the global transformation matrix W0!9 aligns
well with discriminative features in a classification task. Locations
that positively (negatively) contribute to the j-th class (goldfinch)
are shown in red (blue).

Nets), for which the model-inherent contribution maps
are faithful projections of the internal computations and
thus good ‘explanations’ of the model prediction. There
are two main components to the interpretability of the
CoDA-Nets. First, the CoDA-Nets are dynamic linear,
i.e., they compute their outputs through a series of input-
dependent linear transformations, which are based on our
novel Dynamic Alignment Units (DAUs). Similar to lin-
ear regression models, the output can thus be decom-
posed into individual input contributions, see Fig. 1. Sec-
ond, the DAUs compute weight vectors that align with
discriminative patterns in their inputs. In combination, the
CoDA-Nets thus inherently produce contribution maps that
are ‘optimised for interpretability’: since each linear trans-
formation vector and thus their combination is optimised to
align with discriminative features, the contribution maps re-
flect the most discriminative features as used by the model.

With this work, we present a new direction for building
inherently more interpretable neural network architectures
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Fig. 1. Top: Inputs xi to a B-cos DenseNet-121. Bottom: B-cos network explanation for class c (c: image label). Specifically, we visualise
the c-th row of W1!L(xi) as applied by the model, see Eq. (13); no masking of the original image is used for these visualisations. For
the last 2 images, we also show the explanation for the 2nd most likely class. For details on the visualisation of W1!L(xi), see Sec. 4.

Abstract

We present a new direction for increasing the inter-

pretability of deep neural networks (DNNs) by promoting

weight-input alignment during training. For this, we pro-

pose to replace the linear transforms in DNNs by our B-

cos transform
1
. As we show, a sequence (network) of such

transforms induces a single linear transform that faith-

fully summarises the full model computations. Moreover,

the B-cos transform introduces alignment pressure on the

weights during optimisation. As a result, those induced lin-

ear transforms become highly interpretable and align with

task-relevant features. Importantly, the B-cos transform is

designed to be compatible with existing architectures and

we show that it can easily be integrated into common mod-

els such as VGGs, ResNets, InceptionNets, and DenseNets,

whilst maintaining similar performance on ImageNet. The

resulting explanations are of high visual quality and per-

form well under quantitative metrics for interpretability.

1. Introduction

While deep neural networks (DNNs) are highly suc-
cessful in a wide range of tasks, explaining their deci-
sions remains an open research problem [28]. The diffi-
culty here lies in the fact that such explanations need to
faithfully summarise the internal model computations and

present them in a human-interpretable manner. E.g., it
is well known that piece-wise linear models (e.g., ReLU-
based [23]) are accurately summarised by a linear transform
for every input [22]. However, despite providing an accu-
rate summary, these piece-wise linear transforms are gen-
1All code to reproduce our results will be made available.

erally not intuitively interpretable for humans and typically
perform poorly under quantitative interpretability metrics,
cf. [31, 41]. Recent work thus aimed to improve the expla-
nations’ interpretability, often focusing on their visual qual-
ity [2]. However, gains in the visual quality of the explana-
tions often came at the cost of their model-faithfulness [2].

Instead of optimising the explanation method, in this
work we aim to optimise the DNNs to inherently provide an
explanation that fulfills the aforementioned requirements—
the resulting explanations constitute both a faithful sum-
mary and have a clear interpretation for humans. For this,
we propose the B-cos transform as a drop-in replacement
for linear transforms. As such, the B-cos transform can eas-
ily be integrated into a wide range of existing DNN archi-
tectures and we show that the resulting B-cos DNNs provide
high-quality explanations for their decisions, see Fig. 1.

To ensure that these explanations constitute a faithful
summary of the models, we design the B-cos transform as
an input-dependent linear transform. Importantly, any se-
quence of such transforms therefore induces a single linear
transform that faithfully summarises the entire sequence. In
order to make the induced linear transforms interpretable,
the B-cos transform is designed to induce alignment pres-

sure on the weights during optimisation, which optimises
the model weights to align with task-relevant input pat-
terns. The linear transform induced by the model thus has
a clear interpretation: it is a direct reflection of the weights
the model has learnt during training and specifically reflects
those weights that best align with a given input.

In summary, we make the following contributions:
(1) We introduce the B-cos transform to improve neural
network interpretability. By promoting weight-input align-
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Fig. 1. Top: Inputs xi to a B-cos DenseNet-121. Bottom: B-cos network explanation for class c (c: image label). Specifically, we visualise
the c-th row of W1!L(xi) as applied by the model, see Eq. (13); no masking of the original image is used for these visualisations. For
the last 2 images, we also show the explanation for the 2nd most likely class. For details on the visualisation of W1!L(xi), see Sec. 4.
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transforms induces a single linear transform that faith-

fully summarises the full model computations. Moreover,

the B-cos transform introduces alignment pressure on the

weights during optimisation. As a result, those induced lin-
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task-relevant features. Importantly, the B-cos transform is

designed to be compatible with existing architectures and

we show that it can easily be integrated into common mod-

els such as VGGs, ResNets, InceptionNets, and DenseNets,

whilst maintaining similar performance on ImageNet. The

resulting explanations are of high visual quality and per-

form well under quantitative metrics for interpretability.
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While deep neural networks (DNNs) are highly suc-
cessful in a wide range of tasks, explaining their deci-
sions remains an open research problem [28]. The diffi-
culty here lies in the fact that such explanations need to
faithfully summarise the internal model computations and

present them in a human-interpretable manner. E.g., it
is well known that piece-wise linear models (e.g., ReLU-
based [23]) are accurately summarised by a linear transform
for every input [22]. However, despite providing an accu-
rate summary, these piece-wise linear transforms are gen-
1All code to reproduce our results will be made available.

erally not intuitively interpretable for humans and typically
perform poorly under quantitative interpretability metrics,
cf. [31, 41]. Recent work thus aimed to improve the expla-
nations’ interpretability, often focusing on their visual qual-
ity [2]. However, gains in the visual quality of the explana-
tions often came at the cost of their model-faithfulness [2].

Instead of optimising the explanation method, in this
work we aim to optimise the DNNs to inherently provide an
explanation that fulfills the aforementioned requirements—
the resulting explanations constitute both a faithful sum-
mary and have a clear interpretation for humans. For this,
we propose the B-cos transform as a drop-in replacement
for linear transforms. As such, the B-cos transform can eas-
ily be integrated into a wide range of existing DNN archi-
tectures and we show that the resulting B-cos DNNs provide
high-quality explanations for their decisions, see Fig. 1.

To ensure that these explanations constitute a faithful
summary of the models, we design the B-cos transform as
an input-dependent linear transform. Importantly, any se-
quence of such transforms therefore induces a single linear
transform that faithfully summarises the entire sequence. In
order to make the induced linear transforms interpretable,
the B-cos transform is designed to induce alignment pres-

sure on the weights during optimisation, which optimises
the model weights to align with task-relevant input pat-
terns. The linear transform induced by the model thus has
a clear interpretation: it is a direct reflection of the weights
the model has learnt during training and specifically reflects
those weights that best align with a given input.

In summary, we make the following contributions:
(1) We introduce the B-cos transform to improve neural
network interpretability. By promoting weight-input align-
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Fig. 1. Top: Inputs xi to a B-cos DenseNet-121. Bottom: B-cos network explanation for class c (c: image label). Specifically, we visualise
the c-th row of W1!L(xi) as applied by the model, see Eq. (13); no masking of the original image is used for these visualisations. For
the last 2 images, we also show the explanation for the 2nd most likely class. For details on the visualisation of W1!L(xi), see Sec. 4.
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. As we show, a sequence (network) of such

transforms induces a single linear transform that faith-

fully summarises the full model computations. Moreover,

the B-cos transform introduces alignment pressure on the

weights during optimisation. As a result, those induced lin-

ear transforms become highly interpretable and align with

task-relevant features. Importantly, the B-cos transform is

designed to be compatible with existing architectures and

we show that it can easily be integrated into common mod-

els such as VGGs, ResNets, InceptionNets, and DenseNets,

whilst maintaining similar performance on ImageNet. The

resulting explanations are of high visual quality and per-

form well under quantitative metrics for interpretability.

1. Introduction

While deep neural networks (DNNs) are highly suc-
cessful in a wide range of tasks, explaining their deci-
sions remains an open research problem [28]. The diffi-
culty here lies in the fact that such explanations need to
faithfully summarise the internal model computations and

present them in a human-interpretable manner. E.g., it
is well known that piece-wise linear models (e.g., ReLU-
based [23]) are accurately summarised by a linear transform
for every input [22]. However, despite providing an accu-
rate summary, these piece-wise linear transforms are gen-
1All code to reproduce our results will be made available.

erally not intuitively interpretable for humans and typically
perform poorly under quantitative interpretability metrics,
cf. [31, 41]. Recent work thus aimed to improve the expla-
nations’ interpretability, often focusing on their visual qual-
ity [2]. However, gains in the visual quality of the explana-
tions often came at the cost of their model-faithfulness [2].

Instead of optimising the explanation method, in this
work we aim to optimise the DNNs to inherently provide an
explanation that fulfills the aforementioned requirements—
the resulting explanations constitute both a faithful sum-
mary and have a clear interpretation for humans. For this,
we propose the B-cos transform as a drop-in replacement
for linear transforms. As such, the B-cos transform can eas-
ily be integrated into a wide range of existing DNN archi-
tectures and we show that the resulting B-cos DNNs provide
high-quality explanations for their decisions, see Fig. 1.

To ensure that these explanations constitute a faithful
summary of the models, we design the B-cos transform as
an input-dependent linear transform. Importantly, any se-
quence of such transforms therefore induces a single linear
transform that faithfully summarises the entire sequence. In
order to make the induced linear transforms interpretable,
the B-cos transform is designed to induce alignment pres-

sure on the weights during optimisation, which optimises
the model weights to align with task-relevant input pat-
terns. The linear transform induced by the model thus has
a clear interpretation: it is a direct reflection of the weights
the model has learnt during training and specifically reflects
those weights that best align with a given input.

In summary, we make the following contributions:
(1) We introduce the B-cos transform to improve neural
network interpretability. By promoting weight-input align-
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Abstract

We introduce a new family of neural network models called

Convolutional Dynamic Alignment Networks (CoDA-Nets),

which are performant classifiers with a high degree of

inherent interpretability. The core building blocks are

Dynamic Alignment Units (DAUs) which are “dynamic lin-

ear” (i.e., input-dependent linear) and align their weight

vectors with task-relevant input patterns during optimisa-

tion. As a result, CoDA-Nets model the classification pre-

diction through a series of dynamic linear transformations,

which allows for linear decomposition of the prediction into

individual input contributions. Due to the alignment prop-

erty of the DAUs, the resulting contribution maps align with

discriminative input patterns. These model-inherent contri-

bution maps are of high visual quality and outperform exist-

ing attribution methods under quantitative metrics. Further,

our architectures constitute performant classifiers, achiev-

ing on par results to models from the ResNet and VGG

model families e.g. for CIFAR-10 and TinyImagenet.

1. Introduction
Neural networks are powerful function approximators and
are successfully applied to a wide range of tasks. How-
ever, they are notoriously difficult to interpret and extracting
useful explanations for their predictions is an open research
problem. Linear regression models, on the other hand, are
generally considered interpretable, because the contribu-

tion (‘the weighted input’) of every dimension to the out-
put is explicitly given. Interestingly, many modern neural
networks actually implicitly model the output as a linear
transformation of the input; a ReLU-based [21] neural net-
work, e.g., is a piece-wise linear function and thus fulfills
this property, cf. [20]. As was shown by [1], however, this
implicit linear transformation does not seem to reflect the
internal computations of the models well and fails simple
sanity checks when used as an attribution method.

In this work, we introduce a novel network architecture, the
Convolutional Dynamic Alignment Networks (CoDA-

Figure 1: Sketch of a 9-layer CoDA-Net. Every layer lin-
early transforms its input al�1 with a matrix Wl. This input-
dependent matrix Wl is produced by a set of dynamic alignment
units (DAUs). These units have a structural bias towards produc-
ing matrices Wl that align well with task-relevant patterns in their
input. Therefore, the global transformation matrix W0!9 aligns
well with discriminative features in a classification task. Locations
that positively (negatively) contribute to the j-th class (goldfinch)
are shown in red (blue).

Nets), for which the model-inherent contribution maps
are faithful projections of the internal computations and
thus good ‘explanations’ of the model prediction. There
are two main components to the interpretability of the
CoDA-Nets. First, the CoDA-Nets are dynamic linear,
i.e., they compute their outputs through a series of input-
dependent linear transformations, which are based on our
novel Dynamic Alignment Units (DAUs). Similar to lin-
ear regression models, the output can thus be decom-
posed into individual input contributions, see Fig. 1. Sec-
ond, the DAUs compute weight vectors that align with
discriminative patterns in their inputs. In combination, the
CoDA-Nets thus inherently produce contribution maps that
are ‘optimised for interpretability’: since each linear trans-
formation vector and thus their combination is optimised to
align with discriminative features, the contribution maps re-
flect the most discriminative features as used by the model.

With this work, we present a new direction for building
inherently more interpretable neural network architectures
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Fig. 1. Top: Inputs xi to a B-cos DenseNet-121. Bottom: B-cos network explanation for class c (c: image label). Specifically, we visualise
the c-th row of W1!L(xi) as applied by the model, see Eq. (13); no masking of the original image is used for these visualisations. For
the last 2 images, we also show the explanation for the 2nd most likely class. For details on the visualisation of W1!L(xi), see Sec. 4.

Abstract

We present a new direction for increasing the inter-

pretability of deep neural networks (DNNs) by promoting

weight-input alignment during training. For this, we pro-

pose to replace the linear transforms in DNNs by our B-

cos transform
1
. As we show, a sequence (network) of such

transforms induces a single linear transform that faith-

fully summarises the full model computations. Moreover,

the B-cos transform introduces alignment pressure on the

weights during optimisation. As a result, those induced lin-

ear transforms become highly interpretable and align with

task-relevant features. Importantly, the B-cos transform is

designed to be compatible with existing architectures and

we show that it can easily be integrated into common mod-

els such as VGGs, ResNets, InceptionNets, and DenseNets,

whilst maintaining similar performance on ImageNet. The

resulting explanations are of high visual quality and per-

form well under quantitative metrics for interpretability.

1. Introduction

While deep neural networks (DNNs) are highly suc-
cessful in a wide range of tasks, explaining their deci-
sions remains an open research problem [28]. The diffi-
culty here lies in the fact that such explanations need to
faithfully summarise the internal model computations and

present them in a human-interpretable manner. E.g., it
is well known that piece-wise linear models (e.g., ReLU-
based [23]) are accurately summarised by a linear transform
for every input [22]. However, despite providing an accu-
rate summary, these piece-wise linear transforms are gen-
1All code to reproduce our results will be made available.

erally not intuitively interpretable for humans and typically
perform poorly under quantitative interpretability metrics,
cf. [31, 41]. Recent work thus aimed to improve the expla-
nations’ interpretability, often focusing on their visual qual-
ity [2]. However, gains in the visual quality of the explana-
tions often came at the cost of their model-faithfulness [2].

Instead of optimising the explanation method, in this
work we aim to optimise the DNNs to inherently provide an
explanation that fulfills the aforementioned requirements—
the resulting explanations constitute both a faithful sum-
mary and have a clear interpretation for humans. For this,
we propose the B-cos transform as a drop-in replacement
for linear transforms. As such, the B-cos transform can eas-
ily be integrated into a wide range of existing DNN archi-
tectures and we show that the resulting B-cos DNNs provide
high-quality explanations for their decisions, see Fig. 1.

To ensure that these explanations constitute a faithful
summary of the models, we design the B-cos transform as
an input-dependent linear transform. Importantly, any se-
quence of such transforms therefore induces a single linear
transform that faithfully summarises the entire sequence. In
order to make the induced linear transforms interpretable,
the B-cos transform is designed to induce alignment pres-

sure on the weights during optimisation, which optimises
the model weights to align with task-relevant input pat-
terns. The linear transform induced by the model thus has
a clear interpretation: it is a direct reflection of the weights
the model has learnt during training and specifically reflects
those weights that best align with a given input.

In summary, we make the following contributions:
(1) We introduce the B-cos transform to improve neural
network interpretability. By promoting weight-input align-
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Fig. 1. Top: Inputs xi to a B-cos DenseNet-121. Bottom: B-cos network explanation for class c (c: image label). Specifically, we visualise
the c-th row of W1!L(xi) as applied by the model, see Eq. (13); no masking of the original image is used for these visualisations. For
the last 2 images, we also show the explanation for the 2nd most likely class. For details on the visualisation of W1!L(xi), see Sec. 4.
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pose to replace the linear transforms in DNNs by our B-
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. As we show, a sequence (network) of such

transforms induces a single linear transform that faith-

fully summarises the full model computations. Moreover,

the B-cos transform introduces alignment pressure on the

weights during optimisation. As a result, those induced lin-

ear transforms become highly interpretable and align with

task-relevant features. Importantly, the B-cos transform is

designed to be compatible with existing architectures and

we show that it can easily be integrated into common mod-

els such as VGGs, ResNets, InceptionNets, and DenseNets,

whilst maintaining similar performance on ImageNet. The

resulting explanations are of high visual quality and per-

form well under quantitative metrics for interpretability.

1. Introduction

While deep neural networks (DNNs) are highly suc-
cessful in a wide range of tasks, explaining their deci-
sions remains an open research problem [28]. The diffi-
culty here lies in the fact that such explanations need to
faithfully summarise the internal model computations and

present them in a human-interpretable manner. E.g., it
is well known that piece-wise linear models (e.g., ReLU-
based [23]) are accurately summarised by a linear transform
for every input [22]. However, despite providing an accu-
rate summary, these piece-wise linear transforms are gen-
1All code to reproduce our results will be made available.

erally not intuitively interpretable for humans and typically
perform poorly under quantitative interpretability metrics,
cf. [31, 41]. Recent work thus aimed to improve the expla-
nations’ interpretability, often focusing on their visual qual-
ity [2]. However, gains in the visual quality of the explana-
tions often came at the cost of their model-faithfulness [2].

Instead of optimising the explanation method, in this
work we aim to optimise the DNNs to inherently provide an
explanation that fulfills the aforementioned requirements—
the resulting explanations constitute both a faithful sum-
mary and have a clear interpretation for humans. For this,
we propose the B-cos transform as a drop-in replacement
for linear transforms. As such, the B-cos transform can eas-
ily be integrated into a wide range of existing DNN archi-
tectures and we show that the resulting B-cos DNNs provide
high-quality explanations for their decisions, see Fig. 1.

To ensure that these explanations constitute a faithful
summary of the models, we design the B-cos transform as
an input-dependent linear transform. Importantly, any se-
quence of such transforms therefore induces a single linear
transform that faithfully summarises the entire sequence. In
order to make the induced linear transforms interpretable,
the B-cos transform is designed to induce alignment pres-

sure on the weights during optimisation, which optimises
the model weights to align with task-relevant input pat-
terns. The linear transform induced by the model thus has
a clear interpretation: it is a direct reflection of the weights
the model has learnt during training and specifically reflects
those weights that best align with a given input.

In summary, we make the following contributions:
(1) We introduce the B-cos transform to improve neural
network interpretability. By promoting weight-input align-

1

000

001

002

003

004

005

006

007

008

009

010

011

012

013

014

015

016

017

018

019

020

021

022

023

024

025

026

027

028

029

030

031

032

033

034

035

036

037

038

039

040

041

042

043

044

045

046

047

048

049

050

051

052

053

054

055

056

057

058

059

060

061

062

063

064

065

066

067

068

069

070

071

072

073

074

075

076

077

078

079

080

081

082

083

084

085

086

087

088

089

090

091

092

093

094

095

096

097

098

099

100

101

102

103

104

105

106

107

CVPR
#6365

CVPR
#6365

CVPR 2022 Submission #6365. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

B-cos Networks: Alignment is All We Need for Interpretability

Anonymous CVPR submission

Paper ID 6365

Fig. 1. Top: Inputs xi to a B-cos DenseNet-121. Bottom: B-cos network explanation for class c (c: image label). Specifically, we visualise
the c-th row of W1!L(xi) as applied by the model, see Eq. (13); no masking of the original image is used for these visualisations. For
the last 2 images, we also show the explanation for the 2nd most likely class. For details on the visualisation of W1!L(xi), see Sec. 4.
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We present a new direction for increasing the inter-

pretability of deep neural networks (DNNs) by promoting

weight-input alignment during training. For this, we pro-

pose to replace the linear transforms in DNNs by our B-

cos transform
1
. As we show, a sequence (network) of such

transforms induces a single linear transform that faith-

fully summarises the full model computations. Moreover,

the B-cos transform introduces alignment pressure on the

weights during optimisation. As a result, those induced lin-

ear transforms become highly interpretable and align with

task-relevant features. Importantly, the B-cos transform is

designed to be compatible with existing architectures and

we show that it can easily be integrated into common mod-

els such as VGGs, ResNets, InceptionNets, and DenseNets,

whilst maintaining similar performance on ImageNet. The

resulting explanations are of high visual quality and per-

form well under quantitative metrics for interpretability.

1. Introduction

While deep neural networks (DNNs) are highly suc-
cessful in a wide range of tasks, explaining their deci-
sions remains an open research problem [28]. The diffi-
culty here lies in the fact that such explanations need to
faithfully summarise the internal model computations and

present them in a human-interpretable manner. E.g., it
is well known that piece-wise linear models (e.g., ReLU-
based [23]) are accurately summarised by a linear transform
for every input [22]. However, despite providing an accu-
rate summary, these piece-wise linear transforms are gen-
1All code to reproduce our results will be made available.

erally not intuitively interpretable for humans and typically
perform poorly under quantitative interpretability metrics,
cf. [31, 41]. Recent work thus aimed to improve the expla-
nations’ interpretability, often focusing on their visual qual-
ity [2]. However, gains in the visual quality of the explana-
tions often came at the cost of their model-faithfulness [2].

Instead of optimising the explanation method, in this
work we aim to optimise the DNNs to inherently provide an
explanation that fulfills the aforementioned requirements—
the resulting explanations constitute both a faithful sum-
mary and have a clear interpretation for humans. For this,
we propose the B-cos transform as a drop-in replacement
for linear transforms. As such, the B-cos transform can eas-
ily be integrated into a wide range of existing DNN archi-
tectures and we show that the resulting B-cos DNNs provide
high-quality explanations for their decisions, see Fig. 1.

To ensure that these explanations constitute a faithful
summary of the models, we design the B-cos transform as
an input-dependent linear transform. Importantly, any se-
quence of such transforms therefore induces a single linear
transform that faithfully summarises the entire sequence. In
order to make the induced linear transforms interpretable,
the B-cos transform is designed to induce alignment pres-

sure on the weights during optimisation, which optimises
the model weights to align with task-relevant input pat-
terns. The linear transform induced by the model thus has
a clear interpretation: it is a direct reflection of the weights
the model has learnt during training and specifically reflects
those weights that best align with a given input.

In summary, we make the following contributions:
(1) We introduce the B-cos transform to improve neural
network interpretability. By promoting weight-input align-
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Abstract

We introduce a new family of neural network models called

Convolutional Dynamic Alignment Networks (CoDA-Nets),

which are performant classifiers with a high degree of

inherent interpretability. The core building blocks are

Dynamic Alignment Units (DAUs) which are “dynamic lin-

ear” (i.e., input-dependent linear) and align their weight

vectors with task-relevant input patterns during optimisa-

tion. As a result, CoDA-Nets model the classification pre-

diction through a series of dynamic linear transformations,

which allows for linear decomposition of the prediction into

individual input contributions. Due to the alignment prop-

erty of the DAUs, the resulting contribution maps align with

discriminative input patterns. These model-inherent contri-

bution maps are of high visual quality and outperform exist-

ing attribution methods under quantitative metrics. Further,

our architectures constitute performant classifiers, achiev-

ing on par results to models from the ResNet and VGG

model families e.g. for CIFAR-10 and TinyImagenet.

1. Introduction
Neural networks are powerful function approximators and
are successfully applied to a wide range of tasks. How-
ever, they are notoriously difficult to interpret and extracting
useful explanations for their predictions is an open research
problem. Linear regression models, on the other hand, are
generally considered interpretable, because the contribu-

tion (‘the weighted input’) of every dimension to the out-
put is explicitly given. Interestingly, many modern neural
networks actually implicitly model the output as a linear
transformation of the input; a ReLU-based [21] neural net-
work, e.g., is a piece-wise linear function and thus fulfills
this property, cf. [20]. As was shown by [1], however, this
implicit linear transformation does not seem to reflect the
internal computations of the models well and fails simple
sanity checks when used as an attribution method.

In this work, we introduce a novel network architecture, the
Convolutional Dynamic Alignment Networks (CoDA-

Figure 1: Sketch of a 9-layer CoDA-Net. Every layer lin-
early transforms its input al�1 with a matrix Wl. This input-
dependent matrix Wl is produced by a set of dynamic alignment
units (DAUs). These units have a structural bias towards produc-
ing matrices Wl that align well with task-relevant patterns in their
input. Therefore, the global transformation matrix W0!9 aligns
well with discriminative features in a classification task. Locations
that positively (negatively) contribute to the j-th class (goldfinch)
are shown in red (blue).

Nets), for which the model-inherent contribution maps
are faithful projections of the internal computations and
thus good ‘explanations’ of the model prediction. There
are two main components to the interpretability of the
CoDA-Nets. First, the CoDA-Nets are dynamic linear,
i.e., they compute their outputs through a series of input-
dependent linear transformations, which are based on our
novel Dynamic Alignment Units (DAUs). Similar to lin-
ear regression models, the output can thus be decom-
posed into individual input contributions, see Fig. 1. Sec-
ond, the DAUs compute weight vectors that align with
discriminative patterns in their inputs. In combination, the
CoDA-Nets thus inherently produce contribution maps that
are ‘optimised for interpretability’: since each linear trans-
formation vector and thus their combination is optimised to
align with discriminative features, the contribution maps re-
flect the most discriminative features as used by the model.

With this work, we present a new direction for building
inherently more interpretable neural network architectures

1
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Fig. 1. Top: Inputs xi to a B-cos DenseNet-121. Bottom: B-cos network explanation for class c (c: image label). Specifically, we visualise
the c-th row of W1!L(xi) as applied by the model, see Eq. (13); no masking of the original image is used for these visualisations. For
the last 2 images, we also show the explanation for the 2nd most likely class. For details on the visualisation of W1!L(xi), see Sec. 4.

Abstract

We present a new direction for increasing the inter-

pretability of deep neural networks (DNNs) by promoting

weight-input alignment during training. For this, we pro-

pose to replace the linear transforms in DNNs by our B-

cos transform
1
. As we show, a sequence (network) of such

transforms induces a single linear transform that faith-

fully summarises the full model computations. Moreover,

the B-cos transform introduces alignment pressure on the

weights during optimisation. As a result, those induced lin-

ear transforms become highly interpretable and align with

task-relevant features. Importantly, the B-cos transform is

designed to be compatible with existing architectures and

we show that it can easily be integrated into common mod-

els such as VGGs, ResNets, InceptionNets, and DenseNets,

whilst maintaining similar performance on ImageNet. The

resulting explanations are of high visual quality and per-

form well under quantitative metrics for interpretability.

1. Introduction

While deep neural networks (DNNs) are highly suc-
cessful in a wide range of tasks, explaining their deci-
sions remains an open research problem [28]. The diffi-
culty here lies in the fact that such explanations need to
faithfully summarise the internal model computations and

present them in a human-interpretable manner. E.g., it
is well known that piece-wise linear models (e.g., ReLU-
based [23]) are accurately summarised by a linear transform
for every input [22]. However, despite providing an accu-
rate summary, these piece-wise linear transforms are gen-
1All code to reproduce our results will be made available.

erally not intuitively interpretable for humans and typically
perform poorly under quantitative interpretability metrics,
cf. [31, 41]. Recent work thus aimed to improve the expla-
nations’ interpretability, often focusing on their visual qual-
ity [2]. However, gains in the visual quality of the explana-
tions often came at the cost of their model-faithfulness [2].

Instead of optimising the explanation method, in this
work we aim to optimise the DNNs to inherently provide an
explanation that fulfills the aforementioned requirements—
the resulting explanations constitute both a faithful sum-
mary and have a clear interpretation for humans. For this,
we propose the B-cos transform as a drop-in replacement
for linear transforms. As such, the B-cos transform can eas-
ily be integrated into a wide range of existing DNN archi-
tectures and we show that the resulting B-cos DNNs provide
high-quality explanations for their decisions, see Fig. 1.

To ensure that these explanations constitute a faithful
summary of the models, we design the B-cos transform as
an input-dependent linear transform. Importantly, any se-
quence of such transforms therefore induces a single linear
transform that faithfully summarises the entire sequence. In
order to make the induced linear transforms interpretable,
the B-cos transform is designed to induce alignment pres-

sure on the weights during optimisation, which optimises
the model weights to align with task-relevant input pat-
terns. The linear transform induced by the model thus has
a clear interpretation: it is a direct reflection of the weights
the model has learnt during training and specifically reflects
those weights that best align with a given input.

In summary, we make the following contributions:
(1) We introduce the B-cos transform to improve neural
network interpretability. By promoting weight-input align-

1

[W1→L(x0)]c

. . .

B-cos Network

x0 x1 x2 x ... xL−1

Dynamic linearity

Dynamic linearity allows us to faithfully summarise the model.
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B-cos transformation vs. linear transformation

New transformation      B-cos(x; w) = | | ̂w | |

=1

| |x | | |cos(x, w) |B × sgn (cos(x, w))

Linear transformation       
 

                                     

f(x; w) = wT x = | |w | | | |x | | cos(x, w)
= | |w | | | |x | | |cos(x, w) | × sgn (cos(w, x))

slide credit: Moritz Böhle
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Visualisations of W1→L (x)
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Fig. 1. Top: Inputs xi to a B-cos DenseNet-121. Bottom: B-cos network explanation for class c (c: image label). Specifically, we visualise
the c-th row of W1!L(xi) as applied by the model, see Eq. (13); no masking of the original image is used for these visualisations. For
the last 2 images, we also show the explanation for the 2nd most likely class. For details on the visualisation of W1!L(xi), see Sec. 4.

Abstract

We present a new direction for increasing the inter-
pretability of deep neural networks (DNNs) by promoting
weight-input alignment during training. For this, we pro-
pose to replace the linear transforms in DNNs by our B-
cos transform1. As we show, a sequence (network) of such
transforms induces a single linear transform that faith-
fully summarises the full model computations. Moreover,
the B-cos transform introduces alignment pressure on the
weights during optimisation. As a result, those induced lin-
ear transforms become highly interpretable and align with
task-relevant features. Importantly, the B-cos transform is
designed to be compatible with existing architectures and
we show that it can easily be integrated into common mod-
els such as VGGs, ResNets, InceptionNets, and DenseNets,
whilst maintaining similar performance on ImageNet. The
resulting explanations are of high visual quality and per-
form well under quantitative metrics for interpretability.

1. Introduction
While deep neural networks (DNNs) are highly suc-

cessful in a wide range of tasks, explaining their deci-
sions remains an open research problem [28]. The diffi-
culty here lies in the fact that such explanations need to
faithfully summarise the internal model computations and
present them in a human-interpretable manner. E.g., it
is well known that piece-wise linear models (e.g., ReLU-
based [23]) are accurately summarised by a linear transform
for every input [22]. However, despite providing an accu-
rate summary, these piece-wise linear transforms are gen-
1All code to reproduce our results will be made available.

erally not intuitively interpretable for humans and typically
perform poorly under quantitative interpretability metrics,
cf. [31, 41]. Recent work thus aimed to improve the expla-
nations’ interpretability, often focusing on their visual qual-
ity [2]. However, gains in the visual quality of the explana-
tions often came at the cost of their model-faithfulness [2].

Instead of optimising the explanation method, in this
work we aim to optimise the DNNs to inherently provide an
explanation that fulfills the aforementioned requirements—
the resulting explanations constitute both a faithful sum-
mary and have a clear interpretation for humans. For this,
we propose the B-cos transform as a drop-in replacement
for linear transforms. As such, the B-cos transform can eas-
ily be integrated into a wide range of existing DNN archi-
tectures and we show that the resulting B-cos DNNs provide
high-quality explanations for their decisions, see Fig. 1.

To ensure that these explanations constitute a faithful
summary of the models, we design the B-cos transform as
an input-dependent linear transform. Importantly, any se-
quence of such transforms therefore induces a single linear
transform that faithfully summarises the entire sequence. In
order to make the induced linear transforms interpretable,
the B-cos transform is designed to induce alignment pres-
sure on the weights during optimisation, which optimises
the model weights to align with task-relevant input pat-
terns. The linear transform induced by the model thus has
a clear interpretation: it is a direct reflection of the weights
the model has learnt during training and specifically reflects
those weights that best align with a given input.

In summary, we make the following contributions:
(1) We introduce the B-cos transform to improve neural
network interpretability. By promoting weight-input align-
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Fig. 1. Top: Inputs xi to a B-cos DenseNet-121. Bottom: B-cos network explanation for class c (c: image label). Specifically, we visualise
the c-th row of W1!L(xi) as applied by the model, see Eq. (13); no masking of the original image is used for these visualisations. For
the last 2 images, we also show the explanation for the 2nd most likely class. For details on the visualisation of W1!L(xi), see Sec. 4.

Abstract

We present a new direction for increasing the inter-
pretability of deep neural networks (DNNs) by promoting
weight-input alignment during training. For this, we pro-
pose to replace the linear transforms in DNNs by our B-
cos transform1. As we show, a sequence (network) of such
transforms induces a single linear transform that faith-
fully summarises the full model computations. Moreover,
the B-cos transform introduces alignment pressure on the
weights during optimisation. As a result, those induced lin-
ear transforms become highly interpretable and align with
task-relevant features. Importantly, the B-cos transform is
designed to be compatible with existing architectures and
we show that it can easily be integrated into common mod-
els such as VGGs, ResNets, InceptionNets, and DenseNets,
whilst maintaining similar performance on ImageNet. The
resulting explanations are of high visual quality and per-
form well under quantitative metrics for interpretability.

1. Introduction
While deep neural networks (DNNs) are highly suc-

cessful in a wide range of tasks, explaining their deci-
sions remains an open research problem [28]. The diffi-
culty here lies in the fact that such explanations need to
faithfully summarise the internal model computations and
present them in a human-interpretable manner. E.g., it
is well known that piece-wise linear models (e.g., ReLU-
based [23]) are accurately summarised by a linear transform
for every input [22]. However, despite providing an accu-
rate summary, these piece-wise linear transforms are gen-
1All code to reproduce our results will be made available.

erally not intuitively interpretable for humans and typically
perform poorly under quantitative interpretability metrics,
cf. [31, 41]. Recent work thus aimed to improve the expla-
nations’ interpretability, often focusing on their visual qual-
ity [2]. However, gains in the visual quality of the explana-
tions often came at the cost of their model-faithfulness [2].

Instead of optimising the explanation method, in this
work we aim to optimise the DNNs to inherently provide an
explanation that fulfills the aforementioned requirements—
the resulting explanations constitute both a faithful sum-
mary and have a clear interpretation for humans. For this,
we propose the B-cos transform as a drop-in replacement
for linear transforms. As such, the B-cos transform can eas-
ily be integrated into a wide range of existing DNN archi-
tectures and we show that the resulting B-cos DNNs provide
high-quality explanations for their decisions, see Fig. 1.

To ensure that these explanations constitute a faithful
summary of the models, we design the B-cos transform as
an input-dependent linear transform. Importantly, any se-
quence of such transforms therefore induces a single linear
transform that faithfully summarises the entire sequence. In
order to make the induced linear transforms interpretable,
the B-cos transform is designed to induce alignment pres-
sure on the weights during optimisation, which optimises
the model weights to align with task-relevant input pat-
terns. The linear transform induced by the model thus has
a clear interpretation: it is a direct reflection of the weights
the model has learnt during training and specifically reflects
those weights that best align with a given input.

In summary, we make the following contributions:
(1) We introduce the B-cos transform to improve neural
network interpretability. By promoting weight-input align-
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Fig. 1. Top: Inputs xi to a B-cos DenseNet-121. Bottom: B-cos network explanation for class c (c: image label). Specifically, we visualise
the c-th row of W1!L(xi) as applied by the model, see Eq. (13); no masking of the original image is used for these visualisations. For
the last 2 images, we also show the explanation for the 2nd most likely class. For details on the visualisation of W1!L(xi), see Sec. 4.

Abstract

We present a new direction for increasing the inter-
pretability of deep neural networks (DNNs) by promoting
weight-input alignment during training. For this, we pro-
pose to replace the linear transforms in DNNs by our B-
cos transform1. As we show, a sequence (network) of such
transforms induces a single linear transform that faith-
fully summarises the full model computations. Moreover,
the B-cos transform introduces alignment pressure on the
weights during optimisation. As a result, those induced lin-
ear transforms become highly interpretable and align with
task-relevant features. Importantly, the B-cos transform is
designed to be compatible with existing architectures and
we show that it can easily be integrated into common mod-
els such as VGGs, ResNets, InceptionNets, and DenseNets,
whilst maintaining similar performance on ImageNet. The
resulting explanations are of high visual quality and per-
form well under quantitative metrics for interpretability.

1. Introduction
While deep neural networks (DNNs) are highly suc-

cessful in a wide range of tasks, explaining their deci-
sions remains an open research problem [28]. The diffi-
culty here lies in the fact that such explanations need to
faithfully summarise the internal model computations and
present them in a human-interpretable manner. E.g., it
is well known that piece-wise linear models (e.g., ReLU-
based [23]) are accurately summarised by a linear transform
for every input [22]. However, despite providing an accu-
rate summary, these piece-wise linear transforms are gen-
1All code to reproduce our results will be made available.

erally not intuitively interpretable for humans and typically
perform poorly under quantitative interpretability metrics,
cf. [31, 41]. Recent work thus aimed to improve the expla-
nations’ interpretability, often focusing on their visual qual-
ity [2]. However, gains in the visual quality of the explana-
tions often came at the cost of their model-faithfulness [2].

Instead of optimising the explanation method, in this
work we aim to optimise the DNNs to inherently provide an
explanation that fulfills the aforementioned requirements—
the resulting explanations constitute both a faithful sum-
mary and have a clear interpretation for humans. For this,
we propose the B-cos transform as a drop-in replacement
for linear transforms. As such, the B-cos transform can eas-
ily be integrated into a wide range of existing DNN archi-
tectures and we show that the resulting B-cos DNNs provide
high-quality explanations for their decisions, see Fig. 1.

To ensure that these explanations constitute a faithful
summary of the models, we design the B-cos transform as
an input-dependent linear transform. Importantly, any se-
quence of such transforms therefore induces a single linear
transform that faithfully summarises the entire sequence. In
order to make the induced linear transforms interpretable,
the B-cos transform is designed to induce alignment pres-
sure on the weights during optimisation, which optimises
the model weights to align with task-relevant input pat-
terns. The linear transform induced by the model thus has
a clear interpretation: it is a direct reflection of the weights
the model has learnt during training and specifically reflects
those weights that best align with a given input.

In summary, we make the following contributions:
(1) We introduce the B-cos transform to improve neural
network interpretability. By promoting weight-input align-
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Fig. A1. Illustration of the computations of a B-cos network. For a given input image (left), the model computes an input-dependent lin-
ear transform W1!L(x) (center). The scalar product between the input and the weights [W1!L(x)]c for class c (row c of W1!L(x)),
yields the class logits for the respective class. To obtain class probabilities (right), we apply the sigmoid function. Since the B-cos net-
works are trained with the BCE loss, they produce probabilities per class and not a probability distribution over classes. Thus, the proba-
bilities do not sum to 1. For illustration purposes, we only visualise the positive contributions according to W1!L(x).

A. Additional qualitative examples
In Fig. A1, we illustrate how the linear mappings W1!L(x) are used to compute the outputs of B-cos networks. In

particular, with this we would like to highlight that these linear mappings do not only constitute qualitatively convincing
visualisations. Instead, they in fact constitute the actual linear transformation matrix that the model effectively applies to the
input to compute its outputs and thus constitute an accurate summary of the model computations.

A.1. Additional explanations for class logits [DenseNet-121]
Comparisons between explanation methods In Fig. A2, we present additional comparisons between the model-inherent
explanations based on the linear mapping [W1!L(xi)]c and some post-hoc methods; in particular, we show results for Grad-
Cam (GCam) [S8], LIME [S7], Integrated Gradients (IntG) [S10], DeepLIFT [S9], and RISE [S6] on the most confidently
classified image of the first 12 classes. While GCam highlights similar regions and LIME can also yield explanations in
color, these explanations are post-hoc approximations of model behaviour. In contrast, the model-inherent explanations are
not only of higher visual quality, but also summarise the model computations for the presented classes accurately, cf. Fig. A1.
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Fig. A2. Comparison between the model-inherent explanations (‘Ours’) and various post-hoc explanation methods, evaluated for the most
confident image for the first 12 of the classes shown in Figs. A3 and A4. Note that for RISE we use its default colormap.
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Fig. 1. Top: Inputs xi to a B-cos DenseNet-121. Bottom: B-cos network explanation for class c (c: image label). Specifically, we visualise
the c-th row of W1!L(xi) as applied by the model, see Eq. (13); no masking of the original image is used for these visualisations. For
the last 2 images, we also show the explanation for the 2nd most likely class. For details on the visualisation of W1!L(xi), see Sec. 4.

Abstract

We present a new direction for increasing the inter-
pretability of deep neural networks (DNNs) by promoting
weight-input alignment during training. For this, we pro-
pose to replace the linear transforms in DNNs by our B-
cos transform1. As we show, a sequence (network) of such
transforms induces a single linear transform that faith-
fully summarises the full model computations. Moreover,
the B-cos transform introduces alignment pressure on the
weights during optimisation. As a result, those induced lin-
ear transforms become highly interpretable and align with
task-relevant features. Importantly, the B-cos transform is
designed to be compatible with existing architectures and
we show that it can easily be integrated into common mod-
els such as VGGs, ResNets, InceptionNets, and DenseNets,
whilst maintaining similar performance on ImageNet. The
resulting explanations are of high visual quality and per-
form well under quantitative metrics for interpretability.

1. Introduction
While deep neural networks (DNNs) are highly suc-

cessful in a wide range of tasks, explaining their deci-
sions remains an open research problem [28]. The diffi-
culty here lies in the fact that such explanations need to
faithfully summarise the internal model computations and
present them in a human-interpretable manner. E.g., it
is well known that piece-wise linear models (e.g., ReLU-
based [23]) are accurately summarised by a linear transform
for every input [22]. However, despite providing an accu-
rate summary, these piece-wise linear transforms are gen-
1All code to reproduce our results will be made available.

erally not intuitively interpretable for humans and typically
perform poorly under quantitative interpretability metrics,
cf. [31, 41]. Recent work thus aimed to improve the expla-
nations’ interpretability, often focusing on their visual qual-
ity [2]. However, gains in the visual quality of the explana-
tions often came at the cost of their model-faithfulness [2].

Instead of optimising the explanation method, in this
work we aim to optimise the DNNs to inherently provide an
explanation that fulfills the aforementioned requirements—
the resulting explanations constitute both a faithful sum-
mary and have a clear interpretation for humans. For this,
we propose the B-cos transform as a drop-in replacement
for linear transforms. As such, the B-cos transform can eas-
ily be integrated into a wide range of existing DNN archi-
tectures and we show that the resulting B-cos DNNs provide
high-quality explanations for their decisions, see Fig. 1.

To ensure that these explanations constitute a faithful
summary of the models, we design the B-cos transform as
an input-dependent linear transform. Importantly, any se-
quence of such transforms therefore induces a single linear
transform that faithfully summarises the entire sequence. In
order to make the induced linear transforms interpretable,
the B-cos transform is designed to induce alignment pres-
sure on the weights during optimisation, which optimises
the model weights to align with task-relevant input pat-
terns. The linear transform induced by the model thus has
a clear interpretation: it is a direct reflection of the weights
the model has learnt during training and specifically reflects
those weights that best align with a given input.

In summary, we make the following contributions:
(1) We introduce the B-cos transform to improve neural
network interpretability. By promoting weight-input align-
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Fig. 1. Top: Inputs xi to a B-cos DenseNet-121. Bottom: B-cos network explanation for class c (c: image label). Specifically, we visualise
the c-th row of W1!L(xi) as applied by the model, see Eq. (13); no masking of the original image is used for these visualisations. For
the last 2 images, we also show the explanation for the 2nd most likely class. For details on the visualisation of W1!L(xi), see Sec. 4.

Abstract

We present a new direction for increasing the inter-
pretability of deep neural networks (DNNs) by promoting
weight-input alignment during training. For this, we pro-
pose to replace the linear transforms in DNNs by our B-
cos transform1. As we show, a sequence (network) of such
transforms induces a single linear transform that faith-
fully summarises the full model computations. Moreover,
the B-cos transform introduces alignment pressure on the
weights during optimisation. As a result, those induced lin-
ear transforms become highly interpretable and align with
task-relevant features. Importantly, the B-cos transform is
designed to be compatible with existing architectures and
we show that it can easily be integrated into common mod-
els such as VGGs, ResNets, InceptionNets, and DenseNets,
whilst maintaining similar performance on ImageNet. The
resulting explanations are of high visual quality and per-
form well under quantitative metrics for interpretability.

1. Introduction
While deep neural networks (DNNs) are highly suc-

cessful in a wide range of tasks, explaining their deci-
sions remains an open research problem [28]. The diffi-
culty here lies in the fact that such explanations need to
faithfully summarise the internal model computations and
present them in a human-interpretable manner. E.g., it
is well known that piece-wise linear models (e.g., ReLU-
based [23]) are accurately summarised by a linear transform
for every input [22]. However, despite providing an accu-
rate summary, these piece-wise linear transforms are gen-
1All code to reproduce our results will be made available.

erally not intuitively interpretable for humans and typically
perform poorly under quantitative interpretability metrics,
cf. [31, 41]. Recent work thus aimed to improve the expla-
nations’ interpretability, often focusing on their visual qual-
ity [2]. However, gains in the visual quality of the explana-
tions often came at the cost of their model-faithfulness [2].

Instead of optimising the explanation method, in this
work we aim to optimise the DNNs to inherently provide an
explanation that fulfills the aforementioned requirements—
the resulting explanations constitute both a faithful sum-
mary and have a clear interpretation for humans. For this,
we propose the B-cos transform as a drop-in replacement
for linear transforms. As such, the B-cos transform can eas-
ily be integrated into a wide range of existing DNN archi-
tectures and we show that the resulting B-cos DNNs provide
high-quality explanations for their decisions, see Fig. 1.

To ensure that these explanations constitute a faithful
summary of the models, we design the B-cos transform as
an input-dependent linear transform. Importantly, any se-
quence of such transforms therefore induces a single linear
transform that faithfully summarises the entire sequence. In
order to make the induced linear transforms interpretable,
the B-cos transform is designed to induce alignment pres-
sure on the weights during optimisation, which optimises
the model weights to align with task-relevant input pat-
terns. The linear transform induced by the model thus has
a clear interpretation: it is a direct reflection of the weights
the model has learnt during training and specifically reflects
those weights that best align with a given input.

In summary, we make the following contributions:
(1) We introduce the B-cos transform to improve neural
network interpretability. By promoting weight-input align-
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Fig. 1. Top: Inputs xi to a B-cos DenseNet-121. Bottom: B-cos network explanation for class c (c: image label). Specifically, we visualise
the c-th row of W1!L(xi) as applied by the model, see Eq. (13); no masking of the original image is used for these visualisations. For
the last 2 images, we also show the explanation for the 2nd most likely class. For details on the visualisation of W1!L(xi), see Sec. 4.

Abstract

We present a new direction for increasing the inter-
pretability of deep neural networks (DNNs) by promoting
weight-input alignment during training. For this, we pro-
pose to replace the linear transforms in DNNs by our B-
cos transform1. As we show, a sequence (network) of such
transforms induces a single linear transform that faith-
fully summarises the full model computations. Moreover,
the B-cos transform introduces alignment pressure on the
weights during optimisation. As a result, those induced lin-
ear transforms become highly interpretable and align with
task-relevant features. Importantly, the B-cos transform is
designed to be compatible with existing architectures and
we show that it can easily be integrated into common mod-
els such as VGGs, ResNets, InceptionNets, and DenseNets,
whilst maintaining similar performance on ImageNet. The
resulting explanations are of high visual quality and per-
form well under quantitative metrics for interpretability.

1. Introduction
While deep neural networks (DNNs) are highly suc-

cessful in a wide range of tasks, explaining their deci-
sions remains an open research problem [28]. The diffi-
culty here lies in the fact that such explanations need to
faithfully summarise the internal model computations and
present them in a human-interpretable manner. E.g., it
is well known that piece-wise linear models (e.g., ReLU-
based [23]) are accurately summarised by a linear transform
for every input [22]. However, despite providing an accu-
rate summary, these piece-wise linear transforms are gen-
1All code to reproduce our results will be made available.

erally not intuitively interpretable for humans and typically
perform poorly under quantitative interpretability metrics,
cf. [31, 41]. Recent work thus aimed to improve the expla-
nations’ interpretability, often focusing on their visual qual-
ity [2]. However, gains in the visual quality of the explana-
tions often came at the cost of their model-faithfulness [2].

Instead of optimising the explanation method, in this
work we aim to optimise the DNNs to inherently provide an
explanation that fulfills the aforementioned requirements—
the resulting explanations constitute both a faithful sum-
mary and have a clear interpretation for humans. For this,
we propose the B-cos transform as a drop-in replacement
for linear transforms. As such, the B-cos transform can eas-
ily be integrated into a wide range of existing DNN archi-
tectures and we show that the resulting B-cos DNNs provide
high-quality explanations for their decisions, see Fig. 1.

To ensure that these explanations constitute a faithful
summary of the models, we design the B-cos transform as
an input-dependent linear transform. Importantly, any se-
quence of such transforms therefore induces a single linear
transform that faithfully summarises the entire sequence. In
order to make the induced linear transforms interpretable,
the B-cos transform is designed to induce alignment pres-
sure on the weights during optimisation, which optimises
the model weights to align with task-relevant input pat-
terns. The linear transform induced by the model thus has
a clear interpretation: it is a direct reflection of the weights
the model has learnt during training and specifically reflects
those weights that best align with a given input.

In summary, we make the following contributions:
(1) We introduce the B-cos transform to improve neural
network interpretability. By promoting weight-input align-
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Fig. A1. Illustration of the computations of a B-cos network. For a given input image (left), the model computes an input-dependent lin-
ear transform W1!L(x) (center). The scalar product between the input and the weights [W1!L(x)]c for class c (row c of W1!L(x)),
yields the class logits for the respective class. To obtain class probabilities (right), we apply the sigmoid function. Since the B-cos net-
works are trained with the BCE loss, they produce probabilities per class and not a probability distribution over classes. Thus, the proba-
bilities do not sum to 1. For illustration purposes, we only visualise the positive contributions according to W1!L(x).

A. Additional qualitative examples
In Fig. A1, we illustrate how the linear mappings W1!L(x) are used to compute the outputs of B-cos networks. In

particular, with this we would like to highlight that these linear mappings do not only constitute qualitatively convincing
visualisations. Instead, they in fact constitute the actual linear transformation matrix that the model effectively applies to the
input to compute its outputs and thus constitute an accurate summary of the model computations.

A.1. Additional explanations for class logits [DenseNet-121]
Comparisons between explanation methods In Fig. A2, we present additional comparisons between the model-inherent
explanations based on the linear mapping [W1!L(xi)]c and some post-hoc methods; in particular, we show results for Grad-
Cam (GCam) [S8], LIME [S7], Integrated Gradients (IntG) [S10], DeepLIFT [S9], and RISE [S6] on the most confidently
classified image of the first 12 classes. While GCam highlights similar regions and LIME can also yield explanations in
color, these explanations are post-hoc approximations of model behaviour. In contrast, the model-inherent explanations are
not only of higher visual quality, but also summarise the model computations for the presented classes accurately, cf. Fig. A1.
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Fig. A2. Comparison between the model-inherent explanations (‘Ours’) and various post-hoc explanation methods, evaluated for the most
confident image for the first 12 of the classes shown in Figs. A3 and A4. Note that for RISE we use its default colormap.
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Visualisations: intermediate neurons
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Fig. 9. Explanations of 4 individual neurons in layer 87 of a DenseNet-121. For each neuron, we provide its index number n and its
concept description and specificity6(left). Further, we show the 6 most activating images for each neuron (top row per neuron), in which
we visualise the explanation for the highest (blue squares) activation; i.e., visualise the 72⇥72 center patch of the weighting [W1!l(x)]n
for neuron n. For some images, we additionally show the explanation for the 2nd highest activation (orange squares). Lastly, we show
the explanations of the highest activations (corresponding to the blue squares) for the next 26 images to highlight the neurons’ specificity.

Lastly, in Fig. 10, we show explanations of the two
most likely classes for images for which the model pro-
duces predictions with high uncertainty; additionally, we
show the �-Explanation, i.e., the difference in contribu-
tion maps for the two classes, see Eq. (15). By means of
the model-inherent linear mappings W1!L, the model pro-
vides a human-interpretable explanation for its uncertainty:
there are indeed features in each of those images that pro-
vide evidence for both of the predicted classes.

6. Conclusion

We presented a novel approach for endowing deep neu-
ral networks with a high degree of inherent interpretability.
In particular, we developed the B-cos transform as a mod-
ification of the linear transform to increase weight-input
alignment during optimisation and showed that this can sig-
nificantly increase interpretability. Importantly, the B-cos
transforms can be used as a drop-in replacement for the
ubiquitously used linear transforms in conventional DNNs
whilst only incurring minor drops in classification accuracy.
As such, our approach can increase the interpretability of
a wide range of DNNs at a low cost and thus holds great
potential to have a significant impact on the deep learn-
ing community. In particular, it shows that strong perfor-
mance and interpretability need not be at odds. Moreover,

6We manually evaluated the first 100 images to see if the concepts were
consistent. The dog tongue neuron fired thrice for snouts without tongue,
the watermark neuron twice for borders in image collages. Besides this,
all neurons consistently activated for images similar to those in Fig. 9.

Fig. 10. Col. 1: Input image. Cols. 2+3: Explanations for most
likely classes under the model. Col. 4: Difference of contribution
maps to the two class logits, i.e., sLc1(x) � sLc2(x), see Eq. (15);
positive values shown in orange (c1), negative values in blue (c2).

we demonstrate that by structurally constraining how the
neural networks are to solve an optimisation task—in the
case of B-cos networks via alignment—allows for extract-
ing explanations that faithfully reflect the underlying model.
We believe this to be an important step on the road towards
interpretable deep learning, which is an essential ingredient
for building trust in DNN-based decisions, specifically in
safety-critical situations.
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• Deep Neural Network explanations need to be faithful & interpretable
‣ for faithfulness: B-cos is designed to be dynamic linear
‣ for interpretability: B-cos induces alignment pressure  

• The resulting networks are competitive classifiers... 

• ... and provide interpretable explanations for their decisions

16
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Overview

• Interpretability, Robustness and Security of Deep Learning in Computer Vision 

‣ Inherently Interpretable Deep Neural networks — CVPR’21, CVPR’22 

‣ Robustness of Deep Models:  
Bright and Dark Side of Scene Context — NeurIPS'18, CVPR'19, ECCV'20 

‣ Security of Deep Models 
Reverse Engineering and Stealing of Deep Models — ICLR’18, CVPR’19, ICLR’20
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Not Using the Car to See the Sidewalk: Quantifying  and Controlling 
the Effects of Context in Classification and Segmentation 
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Motivation: The Bright and the Dark Side of Scene Context

• Current models heavily rely on scene context: 

‣ Original image with 
cars on the left side: 

‣ Same image  
without those cars:

19
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Question: How Dependent are Current Models on Scene Context?

• Here 
‣ we look at a particular aspect of context :  

co-occurring objects 

• Goals: 
‣ quantify context sensitivity of classification and   

segmentation using object removal [NeurIPS’18] 
‣ object removal based data augmentation  

for better performance

20
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Qualitative Results - COCO Dataset
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Automated Testing Framework

• Idea: 
‣ create multiple versions of the input image with one object removed in each 

• Removal approach: 
‣ use ground truth masks + in-painter trained for object removal 

• Each image presents new context in the “neighborhood” of the original test image.

22

[Shetty, Fritz, Schiele, NeurIPS'18]
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Model adaptive testing via semantic adversary

• Core Idea: Use a generative model + constrained adversarial attack to move 
in the data space and synthesize targeted novel failure modes 

28
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Key components Details in the 
ECCV'20 video 
& paper

● A synthesizer  →  generates objects with disentangled shape and appearance 

● Adversarial optimization →  guide the synthesis to towards hard cases 

● Appearance constraints → keep synthesized appearance realistic 
 



Interpretability, Robustness and Security in Computer Vision | Bernt Schiele

Illustration of the semantic adversarial attack

Optimization iterations

Reconstruction
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Synthesized hard examples - Camouflaging

SemAdv

Stop Sign ✔ No detection ❌Prediction :   
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Synthesized hard examples - Appearance

SemAdv

Motorcycle ✔ Backpack ❌Prediction :   
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Synthesized hard examples - Context

SemAdv

Person ✔ Airplane ❌Prediction :   

More examples in the paper & the supplementary
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Data augmentation results:  Summary

● Small but consistent improvement on three datasets 

● Larger gains on out-of-dataset distribution test samples 

IID test set OOD test set

COCO + 2.17% + 4.6%

PASCAL VOC + 1.35% + 4.9%

BDD 100k + 1.38% + 1.15%
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Take Home Message - Towards more Robust Models

• The bright and dark sides of scene context  
‣ scene context helps to achieve better performance - however current models are  

too dependent on scene context 

• Proposed new testing framework and data augmentation framework 
‣ automatically generate diverse set of scene context (via object removal) 
‣ allows to overcome some of the context dependencies 

• Proposed new semantic adversarial generation framework 
‣ generate "semantically" constrained failure cases beyond i.i.d. 
‣ for automated testing and robustification 

• More work required !
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Overview

• Interpretability, Robustness and Security of Deep Learning in Computer Vision 

‣ Inherently Interpretable Deep Neural networks — CVPR’21, CVPR’22 

‣ Robustness of Deep Models:  
Bright and Dark Side of Scene Context — NeurIPS'18, CVPR'19, ECCV'20 

‣ Security of Deep Models 
Reverse Engineering and Stealing of Deep Models — ICLR’18, CVPR’19, ICLR’20
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Towards Reverse Engineering Black-Box Neural Networks 
@ ICLR 2018


Knockoff Net: Stealing Functionality of Black-Box Models
@ CVPR 2019


Prediction Poisoning:  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Providing ML Models is a Business Model

• Input in, prediction out. Ask $ per query. 
‣ ML models are black boxes ! 
‣ not shared: architecture, parameters, hyperparameter details (IPs) 

• Research question: 
‣ can an adversary still infer architecture and optimization hyperparameters ?

38

Black-box model.
$ per query.

Query 
input

Prediction 
output
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Experimental Setup

• MNIST black box classifiers 

• Three model (hyper)parameter types:  
‣ (1) architecture 
‣ (2) optimization                 
‣ (3) training data 

• Ask adversary multiple-choice 
questions: 
‣ e.g.: “Which of the following activation 

functions does this black box model use? 
[ReLU, PReLU, ELU, Tanh]”

39
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Method Overview: kennen

• “Kennen”: to know (German) or to dig out (Korean) 

• Hypothesis:  
‣ model outputs contain fingerprints of internal  

(hyper)parameters 

• Approach: 
‣ train 5,000 diverse white box MNIST classifiers covering  

all hyperparameters 
‣ learn to classify hyperparameters using  

sets of input / output pairs of the 5,000 white-box models 
‣ apply classifier to unseen black-box models  

to predict their hyperparameters.
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Results

• Positive:  
‣ kennen-io achieves 80.1% acc (1,000 queries, score outputs, 5k models). 
‣ for architecture and optimization (hyper)parameters 

• Negative:  
‣ very costly (5k models) 
‣ scalability beyond MNIST?
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Providing ML Models is a Business Model

• Input in, prediction out. Ask $ per query. 
‣ ML models are black boxes ! 
‣ not shared: architecture, parameters, hyperparameter details (IPs) 

• Research question: 
‣ can an adversary steal the functionality of the model ?

42

Black-box model.
$ per query.

Query 
input

Prediction 
output



Interpretability, Robustness and Security in Computer Vision | Bernt Schiele

Functionality Stealing: Knock-Off Nets (CVPR’19)

43

Can A “steal” FV : 
1. when PV is unknown? 
2. when FV  architecture unknown? 
3. using few queries B?

B 
queries

Select Images

Select ModelAnnotate

Train Model

Adversary A

Select Images

Select ModelAnnotate

Train Model

Victim V

Black-box 
model

Dep
loy

Resembles Model Distillation … but under weaker assumptions
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Query Set Selection: Challenge

44

FV(X)

Active Learning
Distillation

Student-Teacher
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Query Set Selection: Challenge

45

FV(X)

Ours
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Functionality Stealing: Knock-Off Nets

46

Harris Sparrow: 0.41
Frigate bird: 0.06
Bronzed Cowbird: 0.05

Harris Sparrow: 0.73
Gadwall: 0.08
Tree Sparrow: 0.06

Harris Sparrow: 0.19
Pine Grosbeak: 0.17
Myrtle Warbler: 0.11

Victim's 
Blackbox

Adversary's 
Knockoff

test

Harris Sparrow: 
0.81

Harris Sparrow: 
0.52

Harris Sparrow: 
0.71

Bird
classifier

Knockoff 
Bird
classifier
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Transfer Set Construction:

• Simple method: 𝜋 = random 

‣ sample images randomly (without replacement) 
‣ prone to querying irrelevant images

47

<latexit sha1_base64="ng0rOiob/LABka60Ws6imjwvQJU=">AAAERHicfVPNbtNAEN7W/LThr4UjF4uoUuFQxagSHIvoAQkhAiJtUGyi8WaSrrJrW7vrJmHlB+BpuMIL8A68AzfEFTFOLJE4UUeydjzfNzM7szNxJoWxrdbPrW3v2vUbN3d2G7du37l7b2///plJc82xw1OZ6m4MBqVIsGOFldjNNIKKJZ7H45clfn6J2og0+WBnGUYKRokYCg6WTP29ZniJfNoXfmgs8LFG6cJMFC40QhV+u//isPuYWK2j1lz8dSWolCarpN3f93bDQcpzhYnlEozpBa3MRg60FVxi0QhzgxmlgxH2SE1AoYncvJrCPyDLwB+mmr7E+nPrsocDZcxMxcRUYC9MHSuNm7BebofPIyeSLLeY8EWiYS59m/pla/yB0MitnJECXAu6q88vQAO31MDGgb8cy/DIlRky+Jyu1ONiVfsvDY0wwQlPlYJk4MIBWKAWl/4cpDstilU8Ho9W4E+hxal1pbnGpKeWFTWO3fs6TO7TpUjdDfhsCf9Yx8uLGioErwoiIUZZZ81DaVzm0aAVvSCi8pRrBvUo1DFt0P4vprN2WSlonlY4r+scyjEp5hkmG6DpAppugGYLaFaUb3WKNLUa31CStxlqsKl+4kLQIwUUojqvoolkQaOTlieor8q6cvb0KCD93XHz5Lhaox32kD1ihyxgz9gJe8XarMM4+8K+sm/su/fD++X99v4sqNtblc8DtiLe338rrX+y</latexit>

4 Blackbox Models FV(X)

Caltech256 CUB200

Indoor67 Diabetic5
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Can we Learn with      = Random?   Yes!

48

<latexit sha1_base64="tsqofLikvtfzVX51dq+y+gLY2fo=">AAAEVHicfVTLbtNAFJ02AUqA0sKSjUVUCXVRxQgJJDaV6KISQpRH2qDYVOPJTTrKjG3NXDcxI38CW/gzJP6FBdeJpcZO1JGsuT7n3Ne8olRJi73e363tVvvO3Xs79zsPHj7afby3/+TcJpkR0BeJSswg4haUjKGPEhUMUgNcRwououm7kr+4BmNlEn/FPIVQ80ksx1JwJOhLkMrLvW7vqLcY3rrhV0aXVePscr/1NhglItMQo1Dc2qHfSzF03KAUCopOkFlIuZjyCQzJjLkGG7pFrYV3QMjIGyeGvhi9Bbrq4bi2NtcRKTXHK9vkSnATN8xw/CZ0Mk4zhFgsE40z5WHilY17I2lAoMrJ4MJIqtUTV9xwgbQ8nQNvNZYVoSszpPxHUuvHoaRmCDIQw0wkWvN4dBggjmDMM4VOacS6R6Qb/yXQCW7cXTDiyAsXlBkFV+6kKOp8NJ3U6O8BwhxdCTeUtPWqkkaR+9ykyX2+Emmwgc9X+G9NvizUUiNwWxDFI1BN1SLU6qK54BpEMfRDak+7rt+MQitmLOBNM/21YpWkE1jTvG9qKMesWGSYbaDmS2q+gcqXVF6Ue3UCdM4NfKAkH1MwHBNz6AJuJppTiGq+TSbjpYxmum5+83KtG+cvj3yyP73qHp9WF2+HPWPP2Qvms9fsmJ2yM9Zngk3YT/aL/W79af1r0yuxlG5vVT5PWW20d/8D0N2Ekg==</latexit>

accuracy(victim blackbox)

accuracy(knockoff)

⇒ > 0.81⨉ accuracy of blackbox recovered
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Can Make it Sample-Efficient?   Yes!

49
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Budget B
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Caltech256

0k 1k 10k 100k
Budget B

CUBS200

0k 1k 10k 100k
Budget B

Indoor67
PA D2 ILSVRC OpenImg PV fi adaptive random

0k 1k 10k 100k
Budget B

Diabetic5

⇒ 6⨉ fewer queries
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Transfers to Real-World?   Yes!

50

0 10k 20k 30k
Budget B

0
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PA = CelebA

0 10k 20k 30k
Budget B

PA = OpenImg-Faces

Test set
OpenImg-Faces
CelebA

FA

resnet101
resnet34

⇒ Also transfers to real-world API
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Learning with Less Information?   Yes!
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Budget B
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Caltech256 ·PA = ILSVRC

top k
1

2
5

None
argmax

0 10k 20k 30k 40k
Budget B

Caltech256 ·PA = ILSVRC

round r
1

2
3

None
argmax

⇒ Robust to various passive defense mechanisms:  
         e.g. argmax, top-k, rounding, …
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Take Home Message - Stealing Deep Models…

• Deep models contain intellectual property 
‣ model and learning parameters 
‣ also training and annotation data 

• Deploying deep models as a black box through an API 
‣ allows to estimate model and learn parameters (far beyond chance level) 
‣ allows to steal the model’s functionality reliably  

- a few 1,000 queries are sufficient (or a few $) 

‣ unfortunately difficult to defend — open research question 
- passive defense: noising, top-k, argmax, rounding, … not particularly effective 

- active defense: “prediction poisoning” 
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