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What is the problem?

AN

Deep
Learning’s
DIMINISHING
RETURNS

The cost of improvement is becoming
unsustainable

DEEP LEARNING IS NOW being used to translate BY NEIL C.
between languages, predict how proteins fold,ana- | THOMPSON,
Iyze medical scans, and play games as complexas | KRISTIAN

Go, to name just a few applications of a technique (’R"j“\"‘“"’\"”'
that is now becoming pervasive. Success in those zﬁ_h:;g::‘:h
and other realms has brought this machine-learning | .~ :
technique from obscurity in the early 2000s to dom- o

inance today. ® Although deep learning’s rise to

European Laboratoryfo Learming and nteligent Systems




Training cost is becoming too high!
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What are the possible solutions?

Hardware optimization:

1-GPUs, FPGAs, TPUs

2-Quantum computing?
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Enjoy the kick-off event!
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