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Amin Totounferoush

Analytic Computing, University of Stuttgart

Causal Inference and Discovery, Knowledge Graphs
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What is the problem?
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Training cost is becoming too high!

• Improve by factor of k

→ k2 more data

→ k4 more computation

(k9 in practice)

• 95% accuracy costs $100

billion.

• Re-training is being

avoided due to high cost.

Thompson, Neil C., et al.
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What are the possible solutions?

Hardware optimization:

1-GPUs, FPGAs, TPUs

2-Quantum computing?
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Enjoy the kick-off event!
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