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• Knowledge is represented in the form of multi-relational directed labeled graphs. Labeled nodes 
represent entities and labeled edges represent relation.

• Knowledge graph (KG) is highly incomplete. The fact (Danny_Pena, wasBornIn, 
Ingelwood,_California) exists in the real world but misses in KG.

• There is no direct connection between two entities Danny_Pena and Inglewood,_California in
the KG, but they could be relevant when providing extra knowledge.

• We consider additional textual description of entities, where two entities can be bridged by 
extracting semantical information from text.

5. Represent entities in a natural way that satisfies:
• Four different information can be incorporated in a unified manner.
• Consider pairwise interaction between any two information.
Therefore, entities and relations are represented in the hypercomplex space, where 
entities are points (red/blue) and relations are rotations (black curve) in the space.

4. Project different representations into the same vector space.

3. Obtain representations from multiple pre-trained language models for all kinds of 
information from description.

2. Consider four different information to better characterize each entity: structural 
information in KG, word/sentence/document level information from description.

1. Collect textual descriptions for each entity in the KG: we retrieval the first
paragraph in the passage of each entity on the Wikipedia.

• Entity and relation representation
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• Rotation in the hypercomplex space

be two Quaternion or Dihedron numbers in the hypercomplex
space, their rotations are defined as follows:

Let

Quaternion product

Dihedron product

• Learning
For a triple in the KG, we optimize its entity and 
relation embeddings by maximize the following 
plausibility during training:

In the plausibility above, d(,) is a distance function,
could be either the Quaternion or Dihedron

product, and            are entity-wise biases.

The model is optimized with the Adagrad
optimizational algorithm, where early stopping
is employed to prevent overfitting.
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• Link prediction evaluation

Lion is the best-performed variant of our model. The 
postfix SD means the model uses Doc2Vec and the 
postfix FS mean the model uses FastText to represent 
the document information.

Our model outperforms all baselines on three datasets.

• Clustering of trained entity embedding

We cluster trained entity embeddings from our model and reduce their 
dimension with PCA, so the results can be visualized on the 2D figure.

Each cluster has a topic (see the legend on the top right corner), and 
each point represents an entity belonging to the topic.

We can see that semantically relevant entities are close to each other.

• The extraction of sentence-level information by our model
We analyze the importance sentence from the description of head/tail entity with the Shapley value, where the sentence wth
higher rank is more important in the extraction of sentence-level information.

• About the structural information from KG, in the 
next work we will consider aggregating information 
from the neighbors of triple to learn a better 
representation for entities and relations.

• About the textual information from the description, 
in the next work we will incorporate multi-lingual 
descriptions. Because knowledge insufficiency in a 
language can be alleviated in other languages.
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