
Our Approach: Human Data Collection [4]
• we introduce the Human Reasoning Recorder (HRR): web 

interface with blurred code, move to unblur the code tokens. 
• HRR more scalable than eye tracking
• We compare it to the attention produced by popular neural 

models. 

Problem
• current neural models are evaluated end-to-end. It is
• still unclear what they actually learn, and if their reasoning 

matches that of skilled humans. 
• risk of deploying models that are right for the wrong reason
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Background
Neural models of code [1]: any neural network model that aims 
to solve or ease a software engineering task. 
Regular Attention Layer [2]: 
• specialized nerual network layer that focuses on parts of the 

input according to their relevance for prediction
• it can be visualized as a heatmap over the input
Copy attention [3]: specialized attention layer that selects which 
input should be copied verbatim to the output. 
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Task on Source Code
• Method naming task: predict the name of a method given its 

content.

Research Questions and Results [4]
RQ1: Are the attention weights correlated with 
human attention while performing a code-related 
task?

RQ2: How does the agreement human-model 
relate to model effectiveness?

 

Contributions [4]
• Novel and scalable methodology for recording 

human attention while performing a task on 
source code

• Dataset with more than 1500 attention human 
heatmaps.

• In-depth comparison of attention of human vs  
neural models.

Insights
• Neural models and humans often agree about 

what tokens to copy verbatim from the input to 
the output, but less on what other tokens to pay 
regular attention.

• A higher human-model correlation coincides 
with more effective predictions by the neural 
models
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